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Exploring the potential of behavioural economics  
in cyber-security – development of 

a conceptual framework

In recent years, the field of cyber-security has encountered unprecedented challenges due to the rap-
idly evolving nature of cyber-threats. Traditional cyber-security approaches often prioritize technical 
solutions and infrastructure, neglecting the critical role of human decision-making in cyber defence 
strategies. This paper delves into the intricate realm of cognitive biases within the cyber-security do-
main, investigating their profound influence on decision-making processes and organizational resil-
ience from a behavioural economics perspective. Scholars have identified a multitude of biases, many 
of which directly impede actions and decisions in cyber-security. The paper addresses this gap in the 
literature by proposing a systematic and mixed research approach, which includes qualitative research 
followed by an empirical study. Through an examination of various biases and their implications, this 
research aims to illuminate the cognitive vulnerabilities inherent in cyber security and suggests strat-
egies to mitigate their impact and reduce economic damage. Additionally, the study endeavours to 
narrow down the long list of biases and heuristics to the most prevalent ones through interviews, fa-
cilitating a more focused approach during the empirical study.
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Introduction

In the era of digital transformation, organizations globally are increasingly re-
liant on the Internet for their operations. This reliance extends to crucial aspects 
such as revenues, profits, reputation and supply chains, all which hinge upon the 
availability and integrity of IT networks and systems [Singh, Bakar, 2019]. How-
ever, this interconnectedness also exposes organizations to the looming threat 
of cybercrime, a menace that has witnessed exponential growth in recent years 
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[Brar, Kumar, 2018]. Within a more digitalized world, the prevalence of cognitive 
flaws presents a significant challenge, undermining the efficacy and security of 
commerce and economic prosperity. Despite all technical advances, the efficacy 
of cyber-risk management is significantly influenced by human actions and deci-
sions [Frank, 2020]. With the growing amount of time people dedicate to online 
activities, their exposure to potential cyber-risks and the chances of being target-
ed by cybercriminals increase significantly [Leukfeldt, Yar, 2016]. However, there 
is a significant lack of research investigating biases and heuristics related to cyber 
issues, particularly in regard to subject matter experts responsible for implement-
ing necessary safeguards [Alnifie, Kim, 2023; Ceric, Holland, 2019].

The urgency of addressing cognitive flaws within this context is emphasized by 
the economic consequences of cybercrime. With damages surpassing 1 trillion USD 
in 2020 alone [Cremer et al., 2022], cybercrime poses a significant risk to global 
economies, civil infrastructure and societies [Konradt et al., 2016]. The surge in cy-
bercrime has been further accelerated by the COVID-19 pandemic, as well as the 
increasing trend towards remote working and heightened activity in the cyberspace 
[Duong et al., 2022]. Failing to mitigate cognitive biases not only puts organizational 
stability and reputation at stake but also exposes the potential for substantial finan-
cial losses in an increasingly digitalized world [Farahbod et al., 2020; Jalali et al., 
2019]. Ultimately, this trend leads to the proliferation of externalities, further exac-
erbating the impact of cybercrime. Understanding and mitigating cognitive flaws 
within the cyber-context are crucial for navigating the complexities of the digital 
landscape effectively. Therefore, it is recommended to adopt a comprehensive re-
search approach that combines qualitative and quantitative methods to explore cog-
nitive biases in cyber-security. This approach entails gathering qualitative insights 
through expert interviews to identify and prioritize biases, followed by a validation 
study using a standardized questionnaire. By integrating both approaches, this re-
search aims to provide valuable insights to improve decision-making in cyber-secu-
rity. Collaboration among stakeholders across academia, industry, and government 
is paramount to prioritize research efforts aimed at addressing cognitive biases in 
the cyber-context, ultimately contributing to a safer and more secure cyberspace.

1. Definition of cognitive biases and heuristics

Cognitive biases and heuristics, otherwise known as judgmental flaws, repre-
sent consistent deviations from rationality and objective reality in the processes of 
judgment and decision-making. These deviations challenge the traditional econom-
ic assumption that humans are rational actors who always seek to maximize their 
utility. Notable studies, such as those conducted by Kahneman and Tversky [1974], 
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Tversky and Kahneman [1974], Kahneman and Tversky [1979], Thaler [1980], Tver-
sky and Kahneman [1981] and Weinstein [1980], have brought to light these system-
atic deviations, emphasizing the constraints of human rationality across different 
scenarios. These biases stem from a variety of cognitive mechanisms, encompassing 
perception, memory and reasoning, and significantly impact human behaviour.

In the cyber-context, cognitive flaws manifest in nuanced ways, shaping indi-
viduals’ interactions and beliefs, and often leading to misguided decisions [Alanazi 
et al., 2022]. Confirmation bias, for instance, predisposes individuals to seek out 
information that confirms their existing beliefs while disregarding contradictory 
evidence. Similarly, the availability heuristic leads individuals to overestimate the 
prevalence of information readily available in memory, often resulting in skewed 
perceptions and decisions. These biases can significantly impact decision-making 
processes within the cyber-security domain, where accurate assessments of risks 
and vulnerabilities are critical. Overreliance on intuitive judgments or cognitive 
shortcuts may lead to suboptimal outcomes, leaving organizations vulnerable to 
a growing number of cyber-threats. Recognizing and understanding these cogni-
tive biases are essential for developing effective strategies to mitigate cyber-risks. 
By acknowledging the cognitive processes that influence decision-making, stake-
holders can implement targeted interventions to minimize the impact of biases 
and enhance cyber-security posture.

In summary, cognitive biases and heuristics represent systematic deviations 
from rationality in judgment and decision-making processes. Within the cyber-con-
text, these biases can have significant implications for organizational cyber-securi-
ty, highlighting the importance of recognizing and addressing them proactively.

2. Manifestation in the cyber-context

In the cyber-context, cognitive flaws present a multifaceted challenge, influ-
encing decision-making processes and cyber-security measures. The commonality 
among all of these biases is their tendency to mislead decision-makers and result 
in heightened risk and inefficient allocation of resources. As the world continues 
to shift towards digitalization, this issue is becoming a growing concern. Some ex-
amples of these judgmental flaws are further contextualized in Table 1.

While these are just some examples, understanding these cognitive flaws is 
critical for developing effective cyber-security strategies. Scholars have meanwhile 
identified over 150 biases [Brooks et al., 2020], with 87 directly impeding cyber-
security actions [Johnson et al., 2020]. Recognizing these biases is vital for mitigat-
ing cyber-risks and enhancing organizational resilience. However, research in this 
area is still scarce, warranting further inquiry.
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Table 1. Cognitive biases in the cyber-security context
Bias Implication

availability heuristic Recent incidents like data breaches serve as a catalyst for taking measures 
to enhance cyber-security. However, in the absence of up-to-date news 
and events, the importance of cyber-security may be diminished and not 
given the necessary priority it deserves.

confirmation bias Individuals process information in a way that aligns with their existing de-
fence strategy. Crucial information or data may be misinterpreted, leading 
to security breaches or ineffective resilience. 

optimism bias Individuals fail to accurately assess the likelihood of negative events occur-
ring, leading them to underestimate the risk of cyber-threats and mistak-
enly believe that they will not encounter a cyber-attack.

anchoring bias Decision-makers may anchor their budget allocations on historical spend-
ing patterns and events. Especially the absence of cyber-attacks may lead 
to insufficient future investments.

loss aversion Although loss aversion promotes carefulness, it can also hinder creativity 
and proactive risk mitigation efforts. It may fosters resistance to change 
and contributes to a status quo bias, where individuals are more inclined 
to preserve the current set of tools and resist embracing new cyber-securi-
ty strategies, even in the face of evolving threat landscapes.

overconfidence bias Individuals overestimate their ability to detect and respond to cyber-threats 
effectively. This unwarranted confidence can lead to complacency, leaving 
organizations vulnerable to sophisticated attacks.

Source: Own elaboration.

In conclusion, cognitive biases significantly impact decision-making and efforts 
across the cyber-domain [Alsharida et al., 2023]. By addressing biases like over-
confidence, optimism, anchoring, confirmation bias, loss aversion and status quo 
bias, organizations can strengthen their cyber-resilience and better protect against 
evolving threats. Collaboration between academia, industry and government is 
essential to drive further research and develop actionable insights for addressing 
cognitive flaws undermining cyber-resilience.

3. Proliferation of cybercrime and examples

The rise of cybercrime, driven by technological advancements and the advent 
of cybercrime-as-a-service (CaaS), has created new opportunities for individu-
als to partake in unlawful endeavours [Huang, Madnick, 2017]. Moreover, it acts 
as a catalyst, amplifying the frequency of cyber-attacks and contributing to their 
escalating numbers. Criminal marketplaces, flourishing on the dark web, offer 
a wide range of illicit goods and services, including stolen credentials, malware, 
and hacking tools, enabling individuals to engage in cybercrime with relative ease 
[Europol, 2023; Huang et al., 2018].



53Marc Wilczek

One notable consequence of this CaaS proliferation is the emergence of ransom-
ware attacks targeting organizations worldwide. These attacks, facilitated by the 
availability of ransomware kits and CaaS platforms on the dark web, allow even 
individuals with limited technical expertise to launch sophisticated cyber-attacks 
for financial gain [Huang, Madnick, 2017]. By exploiting cognitive biases such as 
urgency and fear of loss, ransomware operators manipulate victims into paying 
exorbitant ransoms to regain access to their compromised data.

One such example is the cyber-attack on Maersk, which serves as a stark re-
minder of the serious repercussions of cyber-security incidents. As one of the larg-
est global shipping companies, Maersk fell victim to the NotPetya ransomware 
attack, causing widespread disruptions to its operations worldwide. The attack 
targeted essential systems, leading to a complete network shutdown over multi-
ple weeks. The financial impact of the attack was significant, with losses exceed-
ing 300 million USD [Greenberg, 2018]. It also put a dent on Maersk’s reputation, 
undermining customer trust in its data protection capabilities. The rapid spread 
of the malware was akin to a wildfire, impacting a significant number of organ-
izations spanning across 60 countries within just a matter of days. According to 
reports from the US White House, the total damage caused by the NotPetya mal-
ware campaign is projected to exceed 10 billion USD [Wolff, 2022].

Another compelling case study directly linked to human error is Capital One, 
the eighth largest bank in the United Sates. In this instance, a misconfiguration in 
their AWS Cloud allowed a threat actor to gain access to confidential data belong-
ing to around 100 million American citizens and 6 million Canadian citizens [Khan 
et al., 2022]. Without factoring in any associated expenses required to restore their 
operations, the bank faced a regulatory fine of 80 million USD. Furthermore, they 
also reached an agreement to compensate the affected customers with a settlement 
amounting to 190 million USD due to the violation of privacy [Avery, 2022]. This 
incident serves as a testament of the consequences that can arise from human er-
ror in mission-critical systems.

These examples underscore the critical need for organizations to recognize and 
mitigate cognitive biases in cyber-security practices. Despite having cyber-secu-
rity measures in place, these cases illustrate how companies may underestimate 
cyber-threats and the occurrence of hazardous events and put measures in place 
that ultimately prove to be inadequate. It is crucial to examine why these biases 
occur and why they persist, prompting organizations to scrutinize the matter more 
closely to reduce their risk exposure. By fostering a culture of inquiry and intro-
spection, organizations can empower their workforce to recognize and address 
these biases more effectively. This thorough examination of the underlying factors 
contributing to cognitive biases is essential for organizations to strengthen their 
cyber-security defences and adapt to the surging cyber-threat landscape. 
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In summary, the proliferation of cybercrime, facilitated by advancements in 
technology and the availability of criminal marketplaces on the dark web, un-
derscores the critical need for organizations to address cognitive biases in their 
cyber-security strategies. By recognizing the influence of cognitive biases and 
implementing measures to mitigate their impact, organizations can better protect 
themselves against evolving cyber-threats and safeguard their digital assets, rep-
utation, and stakeholders’ trust.

4. Implications and importance of further study

Understanding the prevalence of cognitive flaws within the cyber-context is 
crucial for several reasons. Firstly, it allows organizations to develop more effective 
strategies for mitigating cyber-risks and enhancing their overall resilience. By rec-
ognizing the cognitive biases that impede decision-making processes, stakehold-
ers can implement targeted interventions to minimize their impact and improve 
their cyber-security posture.

Secondly, further study in this area is essential for advancing the field of cy-
ber-security and risk management. By delving deeper into the underlying mecha-
nisms of cognitive biases and their manifestation in the cyber-context, researchers 
can uncover new insights and develop innovative solutions for addressing these 
challenges. This knowledge can inform the development of more robust cyber-se-
curity practices, leading to better protection against cyber-threats and minimizing 
economic damage.

Furthermore, the implications of cognitive flaws extend beyond individual or-
ganizations to society. As cyber-attacks continue to pose significant threats to na-
tional security, economic stability and public safety, understanding and addressing 
cognitive biases are critical for safeguarding collective interests. By fostering greater 
awareness and collaboration among stakeholders, further study in this area can 
contribute to a safer and more secure digital environment for all.

In summary, the importance of further study into the prevalence of cognitive 
flaws within the cyber-context cannot be overstated. By uncovering new insights 
and developing targeted interventions, researchers can empower organizations 
to navigate the complexities of the digital landscape more effectively and mitigate 
the ever-evolving cyber-threat landscape.

In the exploration of cognitive flaws within the cyber-context and the devel-
opment of actionable insights, the following research approach is recommended. 
Through in-depth interviews with subject matter experts in the cyber-security do-
main, insights will be gathered to identify and prioritize prevalent cognitive bias-
es. Engaging directly with experts immersed in the complexities of cyber-threats 
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aims to shed light on biases significantly impacting decision-making processes. By 
employing qualitative research methods, such as a combination of deductive and 
inductive reasoning, data collected from interviews will be analysed. This analy-
sis aims to condense the extensive list of biases into a concise selection of the most 
prevalent ones. The systematic categorization and synthesis of insights will uncover 
common themes and patterns characterizing cognitive biases in the cyber-context. 
Next, a structured validation study based on a standardized questionnaire will 
be designed and implemented to cross-validate findings from expert interviews. 
The broader survey of subject matter experts using this method will facilitate the 
assessment and impact of identified cognitive biases, enabling the discovery of 
potential correlations and trends across a much larger data sample.

This iterative approach embraced throughout the research process will allow 
for continual refinement, and updating of recommendations. Informed by insights 
gathered from the synthesis of expert interviews and empirical validation, action-
able recommendations will be formulated. These recommendations may include 
training initiatives, organizational policies and procedures, and the design of de-
cision-support tools. The objective is to bolster cognitive resilience and enhance 
the quality of decision-making in the realm of cyber-security.

Conclusions

The prevalence of cognitive flaws within the cyber-context poses a formidable 
challenge, exerting profound impacts on decision-making processes, cyber-security 
measures, and the overall resilience of organizations. By conducting thorough in-
terviews with subject matter experts and carrying out empirical validation studies, 
researchers can explore the complex network of cognitive biases that exist within 
the field of cyber-security. This approach allows them to gain valuable insights 
into the extensive implications of these biases.

Drawing from theoretical perspectives in cognitive psychology and behav-
ioural economics, this research sheds light on the underlying mechanisms driv-
ing cognitive biases in the cyber-context. The insights gleaned from studies such 
as those conducted by Kahneman and Tversky provide valuable frameworks for 
understanding how individuals process information and make decisions in un-
certain and high-pressure cyber-security environments. Moreover, the findings 
from behavioural economics, as exemplified by the research on overconfidence, 
optimism, anchoring, confirmation bias, loss aversion, and status quo bias, under-
score the irrational behaviours and biases that impede decision-making processes 
in cyber-security contexts.
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By integrating these theoretical perspectives into the analysis of cognitive biases 
in the cyber-context, researchers can provide a more comprehensive understand-
ing of how these biases manifest and their implications for cyber-security meas-
ures. This enriched theoretical foundation not only informs the identification and 
prioritization of cognitive biases but also facilitates the development of targeted 
interventions and mitigation strategies.

By distilling the extensive array of biases into a concise yet comprehensive 
shortlist, and subsequently crafting actionable recommendations for mitigating 
their detrimental effects, organizations can fortify their cognitive resilience. Armed 
with these insights, decision-makers can navigate the complex landscape of cy-
ber-threats with greater acumen and foresight, making well-informed decisions 
even in the face of a rapidly evolving threat landscape.

As the world increasingly embraces digitalization, the susceptibility to cyber-risk 
escalates exponentially. Therefore, it becomes imperative for stakeholders spanning 
academia, industry, and government sectors to foster collaboration and channel 
resources toward prioritizing research endeavours aimed at unravelling the intri-
cate workings of cognitive biases. Addressing these biases head-on is paramount, 
as they have the potential to undermine decision-making processes, leading to 
suboptimal outcomes and heightened vulnerability to cyber-threats.
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