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Streszczenie

Tekst analizuje wyzwania prawne i etyczne zwigzane z ochrong praw autor-
skich do dziet generowanych przez sztuczng inteligencje (SI). W erze intensyw-
nego rozwoju technologicznego pojawia sie kluczowe pytanie: kto jest wtasci-
cielem praw autorskich utworéw tworzonych autonomicznie przez SI? Autorka
przedstawia dwa podejscia: traktowanie Sl jako zaawansowanego narzedzia
bez podmiotowosci prawnej lub przypisywanie jej ,osobowosci elektronicz-
nej”. Omawia takze réznice miedzy systemami prawnymi copyright i droit d’au-
teur oraz analizuje aktualne regulacje dotyczace ochrony baz danych. Wskazu-
je na koniecznos¢ dostosowania prawa do wyzwan wynikajacych z twérczosci
SI, by zbalansowac interesy ekonomiczne, rozwdj technologiii prawa autorskie.

Who owns copyrights to artificial intelligence works? - legal analysis
(Summary)

The text examines the legal and ethical challenges surrounding copyright pro-
tection for works generated by artificial intelligence (Al). In the age of rapid tech-
nological advancement, a crucial question arises: who holds the copyright for
works created autonomously by Al? The author presents two approaches: treat-
ing Al as an advanced tool without legal personhood or assigning it “electronic
personality.” The text also discusses differences between copyright and droit
d’auteur systems and analyzes current regulations on database protection.
It highlights the need to adapt laws to address Al-created works, balancing eco-
nomic interests, technological advancement, and copyright.



Nasz $wiat stoi przed problemami i korzy$ciami wynikajgcymi z najszybszego, w obre-
bie niespetna wieku, rozwoju technologicznego, do ktérego przystosowanie wigze sie
z wieloma komplikacjami, nie tylko natury prawnej, ale przede wszystkim spotecznej.
Jako cywilizacja weszliSmy w nowa ere sztucznej inteligencji, w petni zinformatyzo-
wanego spoteczenstwa, w ktérym gtéwna wartoscia jest informacja i sposoby jej
przetwarzania (UMESAO 1963). Przez miliony lat ludzki mézg byt najbardziej zto-
zong i potezng maszyna na $wiecie. Analityczne rozumowanie, wyobraznia i intuicja
pozwolita ludziom rozwija¢ sie i wznie$¢ na wyzyny rozwoju technologicznego.
Spoteczenstwo od dawna uznaje wartosc ludzkiego intelektu, czego wyrazem jest
szeroko rozwinieta ochrona prawna twoérczosci intelektualnej.

Na temat przysztosci mielismy przerézne wyobrazenia, w rezultacie ktérych jeszcze
w XX wieku w obszarze popkultury powstato wiele utworéw, ktdre byty niejako prze-
powiednia tego, jak bedzie zyt dwudziestopierwszowieczny cztowiek — w erze rodem
z Cyberpunka, petnej automatyzacji wspieranej sztuczng inteligencja, wspotistnie-
niem ludzi obok androidéw, jak chociazby w serii filmowej Blade Runner (McFarlane,
Schmeink, Murphy 2020: 1-3). Mielismy inaczej zy¢, inaczej wygladac¢ i wykonywac
inng prace, a takze mieszka¢ w nowym srodowisku: rozswietlonych neonami miastach
przysztosci. Wizje te czesto przedstawiane byty w niepokojaco katastroficzny sposéb,
a za przyktad niech postuzy film anime Ghost in the Shell w rezyserii Mamoru Oshi,
gdzie w Swiecie z przysztosci komputery miaty zupetnie odmieni¢ spoteczenstwo,
a w konsekwencji nawet stana¢ do walki z ludzka rasa.

Wizja ta faczy sie bezposrednio z pojeciem osobliwosci technologicznej, rozumiane;j
jako hipotetyczny punkt w przysztosci rozwoju cywilizacyjnego, po ktérym jako ludz-
kos¢ nie bedziemy juz mogli zaktadac kolejnych koncepcji wygladu swiata (Kurzweil
2005: 21). Ma sie to stac za sprawg sztucznej inteligencji, ktéra w tym wypadku zwy-
ciezy z cztowiekiem i przewyzszy go intelektualnie, czynigc go od siebie zaleznym.

Cho¢ popkultura od dekad kresli wizje swiata, w ktérym sztuczna inteligencja
wymyka sie spod ludzkiej kontroli i przejmuje wtadze nad cywilizacja, to w rzeczy-
wistosci najwieksze wyzwania zwigzane z jej rozwojem nie wynikajg z otwartego
konfliktu cztowieka z maszyng, lecz z bardziej subtelnych i skomplikowanych zagad-
nien prawnych. Kluczowe staje sie okreslenie zasad wtasnosci wytwordw powstatych
przy udziale sztucznej inteligencji. Dotychczasowy porzadek prawny opierat sie na
scistym zwiagzku tworczosci intelektualnej z dziatalnoscig cztowieka, jednak rozwdéj
algorytmoéw zdolnych do generowania tekstéw, obrazéw czy muzyki podwaza tra-
dycyjne rozumienie autorstwa. Pojawia sie konieczno$¢ ustalenia, czy i w jaki sposéb
takie dzieta moga podlegac ochronie prawnej oraz komu powinny przystugiwac
zwigzane z nimi prawa — tworcy algorytmu, uzytkownikowi Sl czy innemu podmio-
towi? Rozstrzygniecie tej kwestii wymaga analizy obowigzujgcych regulacji prawnych
oraz oceny, na ile s3 one adekwatne do wspoétczesnych wyzwan technologicznych.



Niniejszy tekst podejmuje probe odpowiedzi na pytanie: kto jest wtascicielem
praw autorskich do utworéw tworzonych przez autonomiczne systemy sztucznej
inteligencji?

Zagadnienie to jest przedmiotem rosnacej liczby debat naukowych i prawnych,
w kontekscie postepujacej autonomizacji narzedzi technologicznych. Celem pracy
jest analiza tego problemu w Swietle obowigzujacych regulacji, rozbieznych koncepgji
doktrynalnych oraz poréwnan miedzynarodowych.

Sztuczna inteligencja w swojej najnowszej formie nie petni wytacznie funkcji wspo-
magajacej procesy decyzyjne czy analityczne, lecz moze réwniez odgrywac role
pozornie twdrcza, generujac obrazy, teksty, muzyke, kod komputerowy i inne formy
ekspresji. Kluczowym aspektem dla niniejszej analizy nie jest zatem ogdlne dziatanie
SI, lecz jej generatywny potencjat, czyli zdolnos¢ do tworzenia nowych tresci w spo-
séb autonomiczny lub pétautonomiczny.

Sztuczna inteligencja (SI, ang. artificial intelligence, Al) w przeciwienstwie do inteligen-
¢ji naturalnej jest wykazywana przez urzadzenia sztuczne. Termin ten utworzyt John
McCarthy, amerykanski informatyk, laureat Nagrody Turinga w 1971 roku za wktad
w rozwoj dziedziny sztucznej inteligencji. Pojecie inteligencji rozumie sie jako zdol-
nos$¢ do samodzielnego przystosowania do wielu zmiennych (Sternberg 2019: 1-4),
co przektada sie na podejmowanie skomplikowanych decyzji i rozumowania abs-
trakcyjnego. Sztuczna inteligencja ma za zadanie nasladowac inteligentne zachowa-
nia cztowieka i wykorzystywac je w postaci algorytméw do tworzenia okreslonych
tresci, w wiekszosci opierajac sie przy tym przede wszystkim na systemie binarnym
(Achterbergiin. 2023: 1, 3, 5-15).

Potocznie czesto jest uzywana w kontekscie ,prawdziwej sztucznej inteligencji”.
W informatyce i kognitywistce oznacza takze tworzenie modeli i programéw
symulujacych cho¢ czesciowo zachowania inteligentne. W tym kontekscie znacze-
nia nabiera klasyczne rozréznienie na staba (weak Al) i silng sztuczna inteligencje
(strong Al). Staba Sl to systemy, ktére wykonuja $cisle okreslone zadania, nie posiada-
jac samoswiadomosci ani zdolnosci rozumienia kontekstu dziatania. Mimo to moga
generowac tresci, ktére zewnetrznie noszg znamiona oryginalnosci i indywidualnosci.
Z kolei silna S, rozumiana jako hipotetyczny system zdolny do petnej samodzielnosci
poznawczej i refleksyjnej, pozostaje wciaz koncepcja teoretyczng, nieosiggalng na

! Prawdziwa sztuczna inteligencja, czesto nazywana sztuczng inteligencja 0géina (AGl), to koncep-
cja, w ktdérej maszyny posiadaja zdolnos¢ rozumienia, uczenia sie i stosowania wiedzy w szerokim
zakresie zadan, podobnie jak cztowiek.



obecnym etapie rozwoju technologicznego. | to o silnej SI méwimy w kontekscie
problemu prawno-autorskiego (Robinson 2024).

W przypadku generatywnej sztucznej inteligencji nie mamy do czynienia z dzietem
w rozumieniu klasycznej twérczosci ludzkiej, lecz z efektem dziatania algorytmow,
ktore mimo pewnej losowosci i pozornej autonomii sg w istocie statystycznymi
maszynami przetwarzajacymi dane. Proces tworczy realizowany przez Sl nie wynika
z intencji, refleksji ani do$wiadczenia, ale z odwzorowywania wzorcéw zawartych
w danych treningowych. W zwigzku z tym pojawia sie zasadnicze pytanie, czy i na
jakich zasadach rezultaty tego procesu moga zostac uznane za ,utwér” w rozumieniu
prawa autorskiego. Technologie odpowiedzialne za tego rodzaju twérczo$¢ obej-
mujg m.in. generatywne sieci przeciwstawne (generative adversarial networks — GAN),
modele dyfuzyjne (diffusion models) oraz duze modele jezykowe (large language
models — LLM). Algorytmy te, uczac sie na podstawie ogromnych zbioréw danych,
potrafig tworzy¢ nowe dzieta, ktdre czesto spetniaja kryteria estetyczne lub funkcjo-
nalne charakterystyczne dla utwordw autorstwa cztowieka. Co wiecej, sg one w stanie
imitowac okreslone style, konwencje czy struktury formalne, co czyni ich twérczos¢
trudna do odréznienia od ludzkiej w warstwie zewnetrznej (Cai i in. 2023: 5).

W s$rodowiskach aktywnie korzystajacych z pomocy S| panuje przekonanie, ze
wytwory stabej Sl, niewykazujacej samoswiadomosci w zadaniach, ktérych realizacja
nie wymaga udziatu cztowieka, nie powinny podlegac ochronie prawnoautorskiej.
Wedle tego przeswiadczenia w domenach publicznych powinno znalez¢ sie miejsce
na utwory, do ktérych kazdy cztowiek ma nieograniczony dostep. Zwolennicy sta-
bej SI, jak Nick Bostrom w Superintelligence: Paths, Dangers, Strategies, Stuart Russell
i Peter Norvig w Artificial Intelligence: A Modern Approach, opowiadaja sie za tym, by
postrzegac sposob dziatania narzedzi S| jako automatyzacje repetytywnych zadan,
tak jak w przypadku gdy méwimy o maszynach produkcyjnych, ktére wyreczaja
cztowieka, jego miesnie i ciato, z ta tylko réznica, ze dzieki SI od wysitku odcigzamy
nasze umysty (Bostrom 2014: 41).

Fundamentem idei przyznawania maszynom podobnego sposobu myslenia co
ludziom byty takze rozwazania Herberta A. Simona i Allena Newella, pionieréw
w obszarze badan nad sztuczng inteligencja, czesto ze sobg wspodtpracujacych, ktéd-
rzy twierdzili, ze komputery moga osiaggnac¢ poziom inteligencji cztowieka. Wyrazem
rozwazan wspomnianych autoréw sa prace z zakresu algorytmoéw heurystycznych
i programowania symbolicznego®.

> Mowa o pracach Human Problem Solving (1972) Allena Newella we wspétautorstwie z Herbertem
Simonem. Ksigzka ta jest jedna z wazniejszych prac w dziedzinie kognitywistyki i sztucznej inteli-
gencji. Przedstawia szczegétowe modele i teorie dotyczace proceséw rozwigzywania problemoéw
przez ludzi, a takze The Sciences of the Artificial (1969) Herberta Simona, ktdra jest fundamentalnym
tekstem w dziedzinie sztucznej inteligencji i teorii systemoéw. Simon omawia koncepcje zwigzane
z tworzeniem sztucznych systemow inteligentnych, w tym programéw komputerowych.



Sztuczna tworczos¢, rozumiana jako efekt dziatania algorytmoéw generatywnych,
rodzi fundamentalne pytania dotyczace jej statusu prawnego. Tradycyjne regulacje
prawa autorskiego opieraja sie na zatozeniu, ze dzieto jest wynikiem swiadomej
i tworczej dziatalnosci cztowieka, co w kontekscie generowanych przez SI utworéw
staje sie problematyczne. Kluczowe staje sie okreslenie, czy i w jakim zakresie taki
wytwor moze zostac uznany za utwor w rozumieniu prawa, a jesli tak — komu powinny
przystugiwac zwigzane z nim prawa majatkowe i osobiste. W dalszej czesci pracy
analiza koncentruje sie na skutkach prawnych tej réznicy oraz na mozliwosciach
przypisania autorstwa lub praw majatkowych do utworéw wygenerowanych przez
Sl - zaréwno w przypadku dziet powstatych catkowicie autonomicznie, jak i w modelu
wspottworczym, z udziatem cztowieka.

Zanim mozliwe stanie sie rozstrzyganie kwestii autorstwa utworéw generowanych
przez sztuczng inteligencje, niezbedne jest zrozumienie ewolucji pojecia utworu
w prawie autorskim, ze szczegélnym uwzglednieniem jego powigzania z osoba
fizyczng jako twoérca. Historyczne i systemowe uwarunkowania pojecia ,utworu”
oraz ,autora” determinuja wspodtczesne mozliwosci (lub ich brak) przypisania praw
autorskich twércom niebedacym ludzmi. Dlatego niniejsza cze$¢ przedstawia rozwoj
definicji utworu od momentu przyjecia konwencji bernenskiej, przez ksztattowanie
sie odmiennych modeli krajowych, az po wptyw wspdlnotowych i miedzynarodo-
wych regulacji na rozumienie twoérczosci intelektualnej. Analiza ta jest niezbedna, aby
wykazac, ze obecne problemy interpretacyjne dotyczace dziet generowanych przez
SI nie wynikaja wytacznie z postepu technologicznego, ale przede wszystkim z fun-
damentalnych zatozen praw autorskich, ktére przez dekady zakfadaty wytacznos¢
cztowieka jako twércy. Ukazanie tej historycznej trajektorii pozwala lepiej zrozumie¢,
dlaczego wciaz nie ma konsensusu w zakresie ochrony twdérczosci autonomicznych
systemow Sl oraz jakie bariery — zardwno dogmatyczne, jak i normatywne - stoja
przed mozliwym poszerzeniem kregu uprawnionych do ochrony autorskiej.

Obecnie funkcjonujace pojecie utworu, wystepujace takze w prawie polskim, ksztat-
towato sie juz u schytku XIX wieku, kiedy to w zawartej 9 wrzesnia 1886 roku Kon-
wengji bernenskiej o ochronie dziet literackich i artystycznych ustalono pierwsza jak
do tej pory w historii prawnie uregulowanga ochrone praw autorskich. Od tego czasu
dzieto byto chronione nie tylko w kraju, w ktérym powstato, lecz takze na arenie
miedzynarodowej. Pomystodawca objecia utworéw ochrong prawng za granicami ich



powstania byt Victor Hugo®. Postepujace umiedzynarodowienie literatury* sprawito,
ze dziewietnastowieczni tworcy bestselleréw zaczeli postulowaé wprowadzenie
instytucji powszechnych praw autorskich. Ich mobilizacja przetozyta sie bezposred-
nio do podjecia pierwszego miedzynarodowego traktatu dotyczacego wytacznie
praw autorskich.

W Bernie ustalono dwie podstawowe zasady, ktére staty sie podwaling rozwoju defi-
nicji i zakresu praw autorskich, w tym i definicji, i znaczenia utworu. Zgodnie z nimi
w kazdym kraju bedacym sygnatariuszem konwencji zapewnione zostato minimum
praw autorskich dla dziet literackich i artystycznych, a twérca z kraju nieobjetego
konwencja miat miec takie same prawa jak obywatele panstw cztonkowskich. Wczes-
niejszy brak miedzynarodowych standardoéw skazywat tworcéw dziet literackich na
zmagania z przedrukami, nieautoryzowanymi ttumaczeniami i przede wszystkim
z powszechnym przywtaszczaniem cudzych utwordéw. Przeciwnicy przystapienia
do konwencji bernenskiej z 1886 roku podnosili fakt, ze koniecznos¢ autoryzacji
ttumaczen bedzie hamowata rozwdj lokalnej edukacji i kultury (Ginsburg, Treppoz
2015: 13). W dzisiejszym brzmieniu konwencja bernenska sktada sie z postanowien
0golnych, umozliwiajgcych wspotistnienie ré6znych krajowych uregulowan prawnych
tych samych kwestii. Stad problem z jednoznacznym ustaleniem zakresu pojec:
autora i utworu, zblizeniem sie do tzw. convention philosophy, ktéra pozwolitaby na
ujednolicenie prawne w danym obszarze. Uznano, ze autor to osoba fizyczna, ktéra
stworzyfa utwor.

Obecnie w réznych panstwach obowiazujg odmienne od siebie definicje utworu,
a prawo miedzynarodowe okresla tylko minimalne standardy, ktérymi nalezy sie
kierowac przy stanowieniu o tym, czym jest utwor i jakie przestanki decyduja o jego
istnieniu. W obecnym porzadku prawnym i zmianach technologicznych wyzwaniem
jest wskazanie i okreslenie skladowych utworu, czy chocby przewidzenie, jaka jeszcze
forme utwor moze obrad. Stad bierze sie przyjecie regulacji okreslajgcej utwor jako
swego rodzaju dobro niematerialne, czy po prostu rezultat pracy tworczej cztowieka.
Jak jednak nalezy postapi¢ w sytuacji, w ktérej z narzedzia pomocnego cztowiekowi
przy wytworstwie dzieta czyni sie w pewnym stopniu niezalezng jednostke, ktorej
jestesmy gotowi przypisac prawa autorskie? W ktérym momencie zaciera sie granica
miedzy cztowiekiem a sztuczng inteligencja?

® Victor Hugo oprécz swej dziatalnosci literackiej spetniat sie jako polityk. Byt cztonkiem Aka-
demii Francuskiej, deputowanym do Konstytuanty, a nastepnie Zgromadzenia Narodowego.
Wspierat rewolucje lipcowa w 1830 roku, brat udziat w rewolucji lutowej w 1848 roku, a z powodu
przekonan politycznych przez 19 lat (1851-1870) przebywat na dobrowolnym wygnaniu poza
granicami Francji jako przeciwnik Il Cesarstwa. Po upadku Napoleona Ill w roku 1870 wrécit do
Francji, zasiadat w Senacie Ill Republiki.

* Proces internacjonalizacji w literaturze jest mocno zwiagzany z wymiang handlowg i siega prze-
tomu XIX i XX wieku. W tamtym czasie detalisci z Ameryki, odczuwajac bariery na krajowym rynku,
zaczeli otwierac sklepy za granica. Warto zrozumie¢, ze internacjonalizacja literatury nie tylko
przyczyniata sie do przetrwania, ale takze wzmacniata pozycje konkurencyjna pisarzy i ich dziet.



Wazna role w dookreslaniu pojecia utworu petnig praktyka i nauka prawa. Najwieksze
réznice w definicji wynikaja z historii prawa autorskiego i z podziatu na system droit
d‘auteur® (gtéwnie w Europie kontynentalnej) oraz system copyright® (gtéwnie w kra-
jach anglosaskich). W systemie copyright wiecej materiatéw spetnia cechy utworu niz
w systemie droit d’auteur. Copyright wymaga szeroko pojetej oryginalnosci i utrwa-
lenia utworu, tymczasem w systemie droit d’‘auteur utworem jest oryginalny i indy-
widualny (czyli twérczy) ustalony rezultat pracy intelektu’.

Podczas analizowania, czy dane dzieto jest utworem, nalezy sprawdzi¢, czy dwie
rézne osoby wykonatyby je w ten sam sposéb. Przyktadem moze by¢ praca ttuma-
cza, ktory w toku przektadu dokonuje rozstrzygniec stylistycznych, gramatycznych
i estetycznych w najwyzszym stopniu odpowiadajagcym zasadom jezykowym (np. ttu-
maczenie Boskiej Komedii Dantego, Ani z Zielonego Wzgdrza Lucy Maud Montgomery,
Ulissesa Jamesa Joyce'a). Taki przektad jest niezaleznie funkcjonujagcym utworem.
Sztuczna inteligencja po zgromadzeniu danych czerpie z istniejgcego juz zbioru wie-
dzy, jest w stanie tworzy¢ muzyke, dowolne formy pisemne, grafike komputerowa,
filmy, a takze kody, na ktérych osadza sie cate nasze cyfrowe istnienie, czesto bez
ingerencji cztowieka lub w jej niewielkim zakresie. Sztuczna inteligencja, wykonujac
zlecone przez cztowieka komendy przy tworzeniu dzieta, za kazdym razem czyni
to w sposdb niepowtarzalny (Elgammal 2017) ze wzgledu na niemoznos¢ $wiado-
mego odtworzenia i wprowadzenia do systemu identycznych w formie i brzmieniu
promptéw?®. Algorytmy Sl nie analizuja zatem wiasnej ,kreacji”, zawsze obecna jest
ingerencja cztowieka.

Standard kierowania sie oryginalnoscia w kontekscie nadania dzietu i twércy ochrony
prawnoautorskiej jest pewng statg wystepujaca nie tylko w pierwotnej wersji kon-
wencji bernenskiej, ale takze na poziomie prawa UE. Nie oznacza to jednak, ze

® Droit d’auteur to europejski model ochrony praw autorskich, ktéry ktadzie nacisk na osobista
wiez tworcy z dzietem. Wywodzi sie z kontynentalnej tradycji prawnej, w szczegdélnosci z prawa
francuskiego, i podkresla niezbywalne, osobiste prawa twércy (takie jak prawo do autorstwa
i integralnosci dzietfa). System ten chroni zaréwno ekonomiczne prawa autora, jak i jego prawa
moralne, a autor zachowuje kontrole nad tym, jak jego dzieto jest wykorzystywane i modyfiko-
wane. Droit d’auteur jest centralnym elementem prawodawstwa krajow Europy kontynentalnej,
m.in. Francji i Niemiec.

® Copyright to anglosaski model ochrony praw autorskich, ktéry koncentruje sie gtéwnie na majat-
kowych aspektach prawa do utwordéw. System ten powstat w Anglii i ktadzie nacisk na komercyjne
prawa autora do kontrolowania reprodukgji i dystrybucji jego utworu. W systemie copyright
prawa majatkowe moga by¢ tatwo przekazywane innym osobom lub podmiotom, np. wydawcom.
Ochrona opiera sie na przyznaniu monopolistycznych praw do kopiowania i eksploatacji dzieta
na okreslony czas, po czym przechodzi ono do domeny publicznej. System ten dominuje w takich
krajach, jak Stany Zjednoczone i Wielka Brytania.

7 W odréznieniu od systemu copyright system droit d’auteur obejmuje autorskie prawa osobiste
i majatkowe. Podkresla sie, ze prawo autorskie mniej stuzy spoteczenstwu (rozwojowi kultury,
nauki), a bardziej ochronie interesow twércy.

® Wraz z gwattownym rozwojem technologicznym konieczna byta ingerencja prawna w obszary
powigzane z wystepowaniem praw autorskich. Dyrektywy TSUE byty odpowiedzig na potrzeby
i sytuacje kreowane przez spoteczenstwo informacyjne.



koncepcja oryginalnosci nie byta poddawana modyfikacjom. W 1991 roku zostata
podjeta dyrektywa w sprawie ochrony programéw komputerowych (dyrektywa 1991),
ktéra uporzadkowata znaczenie wtasnej tworczosci intelektualnej autora. Dyrektywa
miata wzmocnic¢ ochrone programoéw komputerowych, ktére nie byty dostatecznie
chronione obowiazujagcym woéwczas ustawodawstwem, wystepujacym w poszcze-
g6lnych panstwach cztonkowskich UE, ze wzgledu na réznice w systemach ochrony
prawnej. Dyrektywa ujednolicita te przepisy, jednak wytacznie w uktadzie werty-
kalnym, odnoszacym sie do konkretnych materii, requlowanych prawami wtérnymi
UE. Po raz kolejny przeszkoda w kompleksowym ujeciu praw autora okazat sie brak
jednoznacznego przyznania przez UE uprawnien w zakresie regulowania tych praw.
Zmiana nastapita dopiero w nastepnej dekadzie dzieki pieciu decyzjom TSUE®. Od tej
pory wiasna twoérczosc¢ intelektualna autora nie odnosita sie wytgcznie do oprogra-
mowania, baz danych, lecz takze do wszelkich przejawéw dziatalnosci objetej dyrek-
tywa o spoteczenstwie informacyjnym oraz konwencjg bernenska. Obecnie unijng
oryginalnos¢ utworu, a co za tym idzie, przyznanie petnej ochrony prawnoautorskiej,
osigga sie, gdy autorzy stworzyli utwér w sposéb swobodny, a takze gdy odcisneli
na dziele swoje osobiste pietno (dyrektywa 2001). Odrzucono poglad stanowiacy
o oryginalnosci dzieta na podstawie zastosowania okreslonych zasad technicznych,
€O znaczaco ograniczato sposéb wyrazania idei i nie pozostawiato miejsca na tworcze
wybory (Stepien 2017: 349).

Trybunat Sprawiedliwosci Unii Europejskiej, dostosowawszy sie do potrzeb prawnych
zwigzanych z postepem technologicznym na przestrzeni lat 2000., uznat ochrone
autorskg monitora mediéw Infopaq (Infopaq International v. Danske Dagblades Fore-
ning'®), fotografii portretowych i prawa do reprodukgji fotografii portretowej jako
szablonu do tworzenia fotomontazu (Eva-Maria Painer v. Standard VerlagsGmbH™"),
graficznego interfejsu uzytkownika (Bezpecnostni softwarova asociace przeciwko
ministerstwu kultury') oraz jezyka programowania (SAS Institute przeciwko World

® Sieckmann v. Deutsches Patent- und Markenamt (2002); SAS Institute Inc. v. World Programming
Ltd. (2012); UsedSoft GmbH v. Oracle International Corp. (2012); Nintendo Co. Ltd v. PC Box Srl
(2014); Ryanair Ltd. v. PR Aviation BV (2015).

" Infopaq International A/S v. Danske Dagblades Forening (2009) to decyzja Europejskiego Trybu-
natu Sprawiedliwosci dotyczaca interpretacji dyrektywy 2001/29/WE w sprawie harmonizacji nie-
ktérych aspektéw praw autorskich oraz warunkéw wytgczenia tymczasowych aktéw reprodukgji.
ETS ustalit, ze czynnos$¢ majaca miejsce podczas procesu gromadzenia danych miesci sie w pojeciu
czesciowego zwielokrotnienia w rozumieniu art. 2 dyrektywy 2001/29/WE, jezeli zwielokrotnione
elementy stanowig wyraz twérczosci intelektualnej ich autora oraz wydrukowanie fragmentu stéw
w procesie gromadzenia danych nie spetnia przestanki przemijajacego charakteru wymaganej
w art. 5 ust. 1 dyrektywy 2001/29/WE.

""Eva-Maria Painer v. Standard VerlagsGmbH (2011). Publikacja fotografii w kilku periodykach bez
zgody autora i bez prawidtowego wskazania autorstwa.

? Bezpe¢nostni softwarova asociace — Svaz softwarové ochrany v. Ministerstvo kultury (2010).
Whniosek ten zostat ztozony w ramach sporu pomiedzy Bezpecnostni softwarova aso ciace - Svaz
softwarové ochrany, stowarzyszeniem zajmujacym sie ochrong programéw komputerowych,
a ministerstwem kultury w przedmiocie odmowy przez ministerstwo udzielenia BSA zezwolenia
na zbiorowe zarzadzanie prawami autorskimi do programoéw komputerowych.



Programming LTD"), pod warunkiem ze stanowig one wtasna twérczosé¢ intelektualng
autora. Szczegdlnie znaczaca w kontekscie rozwazan o sztucznej inteligencji i prawach
autorskich jest decyzja ETS w sprawie SAS Institute przeciwko World Programming
LTD. Podobny warunek, ktory postawiono przed twércami podrecznika do jezykow
programowania, podnosi sie w dzisiejszej dyskusji o przyznaniu Sl praw autorskich
do wytworzonych przez nig utworéw, wskazujac na koniecznos$¢ wiasnej tworczosci
intelektualnej autora. Idzie za tym wymdg, by wszelkie utwory SI byty wytacznie
odwzorowaniem ingerencji cztowieka w kod informatyczny i zastosowaniem odpo-
wiednich komend. Watpliwa pozostaje wéwczas kwestia Swiadomosci cztowieka na
temat informacji znajdujacych sie w zakresie zbioréw danych, ktérymi dysponuje SI.

Standard wytworzony przez Trybunat Sprawiedliwosci Unii Europejskiej ktadt wieksza
wage na jakos¢ (dyrektywa 2001) wkiadu autorskiego w dzieto. Zgodnie z tym nawet
pojedyncze oryginalne zdania moga by¢ przedmiotem ochrony autorskiej, a ich
reprodukcja zastrzezona. Poglad ten, rozpatrywany w kontekscie systemu sztucznej
inteligencji, sprowadza sie w efekcie do ustalenia, czy Sl wykazuje sie oryginalnoscia
w wymaganym przez ustawe stopniu, czy tez wcigz moze stuzy¢ wytacznie za narze-
dzie dysponujace szerokg baza danych w rekach cztowieka.

W swietle aktualnie obowigzujacych polskich regulacji utwér stanowi dobro nie-
materialne istniejace niezaleznie od rzeczy, na ktérej zostato utrwalone', rezul-
tat twoérczej pracy cztowieka. W Polsce dzieto stworzone wytacznie przez sztuczna
inteligencje w ogéle nie jest przedmiotem ochrony praw autorskich. Inaczej ma sie
sytuacja, w ktorej wytwory sztucznej inteligencji sg wspéttworzone przez cztowieka.
Chodzi tutaj o przypadki, w ktorych cztowiek przesadzit o nadaniu konkretnemu
wytworowi okreslonej whasciwosci, a wtasciwie cech, o ktérych mowa w art. 1 ustawy
z dnia 4 lutego 1994 roku o prawie autorskim i prawach pokrewnych (ustawa 1994).
Spotykane sa bowiem poglady o mozliwosci uznania ochrony autorskiej dla twérczo-
$ci komputerowej, jesli w konkretnych wytworach maszyny mozna odnalez¢é ceche
twérczosci autorskiej, ktora da sie bezposrednio przypisa¢ cztowiekowi — autorowi
programu lub innej osobie.

Twoérczos¢ sztucznej inteligencji nie zachodzi w prézni - systemy generatywne dzia-
taja na podstawie olbrzymich zbioréw danych, ktére stanowig zaréwno materiat
szkoleniowy, jak i Zrodto twérczych rekombinacji. Z tego wzgledu dla zrozumienia

B SAS Institute Inc. v. World Programming Ltd. (2012). Podrecznik uzytkownika programu kompu-
terowego - Powielenie w innym programie komputerowym — Naruszenie prawa autorskiego —
Warunek - Wyraz wtasnej tworczosci intelektualnej autora podrecznika uzytkownika.

' Zasadnicze znaczenie na gruncie polskich przepiséw ma interpretacja pojecia utworu jako
niematerialnego dobra prawnego. Oznacza to, ze czym innym pozostawa¢ bedzie przedmiot
materialny, na ktérym utwor jest utrwalony, tzw. corpus mechanicum, czyli egzemplarz, tj. mate-
rialny nos$nik utworu.



statusu prawnego utworéw tworzonych przez Sl kluczowe znaczenie ma analiza
prawnych ram ochrony baz danych. To wiasnie od dostepnosci, struktury i praw-
nego charakteru tych zbioréw zalezy, czy i w jakim zakresie wynik dziatania S| moze
zostac uznany za utwor chroniony prawem autorskim. W niniejszej czesci oméwiona
zostanie ochrona baz danych w swietle prawa Unii Europejskiej, zaréwno na poziomie
ochrony autorskoprawnej, jak i tzw. ochrony sui generis, ze szczegélnym uwzgled-
nieniem problemu wtérnego wykorzystania danych w procesie generatywnym.
Rozwazania te stanowig nieodzowny element odpowiedzi na pytanie badawcze
niniejszej pracy, wskazujac na granice prawnej ochrony tresci generowanych przez
Sl opartych na danych uprzednio istniejacych.

Wykorzystujac termin ukuty przez Edmunda Husserla, ludzka pamie¢ mozna poréw-
nac¢ do swego rodzaju zbiornikéw retencyjnych, czyli przywotywanych przez niego
retencji powtornych (Husserl 1989: 58), w ktérych przechowywana jest nasza pamiec
i doswiadczenia. Wedle niemal identycznej zasady dziatajg bazy danych, ktére sta-
nowig podstawe istnienia systemu sztucznej inteligencji.

Jednym z kluczowych zagadnien zwigzanych z twérczoscia tego systemu jest kwestia
zrédet, z ktérych Sl czerpie informacje niezbedne do generowania nowych tresci.
Algorytmy nie dziatajg w prozni - ich zdolnos¢ do kreowania tekstéw, obrazéw czy
muzyki opiera sie na analizie i przetwarzaniu ogromnych zbioréw danych, czesto
stanowigcych chronione prawem autorskim utwory. To rodzi fundamentalne pytania
dotyczace wtasnosci intelektualnej: czy wykorzystanie baz danych do uczenia modeli
Sl jest zgodne z obowigzujagcym prawem? Na jakich zasadach powinno odbywa¢
sie pozyskiwanie tresci przez SI, aby nie naruszac¢ praw tworcéw? A wreszcie, czy
same bazy danych - jako strukturalnie utozone zbiory informacji - moga podlega¢
ochronie prawnej w kontekscie generatywnych systemoéw SI? Analiza tych kwestii jest
niezbedna do okreslenia granic dopuszczalnego wykorzystania istniejacych zasobéw
W procesie tworzenia przez sztuczna inteligencje oraz do rozwazenia, czy obecne
regulacje skutecznie zabezpieczajg interesy zaréwno twoércow, jak i uzytkownikéw SI.

Dzieki temu, jakie informacje trafiajg do baz danych, sztuczna inteligencja jest w sta-
nie wygenerowac¢ wymagang przez uzytkownika tre$¢ na podstawie wprowadzonych
przez niego komend. Sztuczna inteligencja nie wytworzy zatem innowacyjnego
utworu, poniewaz dziata na powszechnie znanych danych. Moze to sktania¢ do prze-
konania, ze utwory wykreowane przez sztuczng inteligencje sa wytacznie dziataniem
odtwoérczym. Idac jednak tym tokiem rozumowania, rowniez cztowiekowi, korzy-
stajgcemu z ogdlnodostepnych baz danych, bibliotek analogowych i wirtualnych,
mozna bytoby odebrac sprawczos¢. W swietle argumentu, wedle ktérego dostepnosc
i mozliwo$¢ dysponowania powszechnie znanymi danymi i zjawiskami wigze sie
z utratg innowacyjnosci, kazda przyszta twérczos¢, czy to cztowieka, czy sztucznej
inteligencji, mogtaby by¢ uznana za odtwércza i przetworzona.



Prawo Unii Europejskiej definiuje bazy danych jako zbiory niezaleznych danych, dziet,
materiatéw, charakteryzujacych sie uporzadkowaniem w sposéb systematyczny lub
metodyczny i dostepnych indywidualnie (dyrektywa 1996). Ochrona praw autorskich
w przypadku baz danych powstaje w momencie wystepowania oryginalnosci w ukta-
dzie wystepujacych tam tresci, czyli przy zachowaniu twérczosci intelektualnej pod-
czas tworzenia struktury bazy danych. Wniosek nasuwa sie sam: w kontekscie bazy
danych ochrong prawnoautorska objeta jest wylacznie struktura a nie tres¢. Dziata
to na korzys$¢ systemu sztucznej inteligencji. Za przyktad niech postuzy program
MidJourney®™, dziatajacy z wykorzystaniem silnika modelu SI, ktéry na bazie wpro-
wadzonych przez uzytkownika promptéw i réznorodnosci tresci w bazach danych
generuje opisany obraz. Ochrong prawa nie zostang woéwczas objete informacje,
obrazy i tresci, ktére byty zawarte w bazach na zasadzie otwartego dostepu, lecz
sam proces wprowadzenia komendy przez uzytkownika.

W przypadku ochrony prawnej baz danych mamy do czynienia z zagadnieniem szcze-
go6lnym: autonomiczng ochrong tresci, ktére sie w nich znajduja. Bazy danych czesto
gromadza utwory o indywidualnym charakterze, juz wczeéniej chronione prawnie,
takie jak artykuty naukowe, nagrania dzwiekowe czy inne prace o charakterze twor-
czym. Wazne jest tu, ze ich umieszczenie w bazie nie znosi ochrony, ktéra przystuguje
kazdemu z tych dziet, z ktérych w dalszym procesie twérczym mozna korzystac jak
ze zrédet. Zagadnienie to wigze sie zinnowacyjnosciag systemu prawnego UE, w ktorej
w odréznieniu od wiekszosci pozostajacych poza wspdlnota krajow wprowadzono
prawo chronigce tzw. nieoryginalne bazy danych'. Jest to przyktad prawa sui generis,
zaaplikowany do ochrony prawnej nieoryginalnych baz danych, ktérym w swietle
prawa unijnego nie mozna przyznac przymiotu oryginalnosci, lecz wyrézniajg sie
one ciezky, selektywng praca twoércéow przy ich ukfadaniu — wszystko w oparciu
o doktryne ,spoconego czota” (w krajach o tradycji common law" ochrona prawno-
autorska jest przyznawana, jezeli stworzenie zbioru danych wymagato znacznych
umiejetnosci i kompetencji, naktadu pracy lub dokonania rozlegtej oceny materiatu
(Danek 2012: 4), co wyczerpuje definicje). Istotnym elementem prawa sui generis jest
to, ze chroni ono baze danych niezaleznie od twérczego charakteru jej zawartosci.

'* MidJourney to program sztucznej inteligencji, ktéry pozwala uzytkownikom generowac obrazy
na podstawie tekstowych podpowiedzi. Wykorzystuje uczenie maszynowe do interpretowania
i przeksztatcania opiséw tekstowych w reprezentacje wizualne, oferujgc uzytkownikom innowa-
cyjny sposéb tworzenia sztuki cyfrowej.

'® Nieoryginalne bazy danych obejmuja kompilacje spraw i przepiséw prawnych, wykazy reklam
i baz danych publikacji naukowych. Ochrona baz danych nazywana jest prawem sui generis —
szczegdlnym prawem wiasnosci baz danych niezwigzanym z innymi formami ochrony, takimi jak
prawo autorskie.

7 Prawo zwyczajowe odnosi sie do systemu prawnego, ktéry opiera sie na orzeczeniach sadowych,
precedensach sadowych i orzeczeniach sedzidw, a nie na pisemnych statutach lub regulacjach.
Prawo zwyczajowe, ktére ma swoje korzenie w Anglii, ewoluowato przez stulecia i charakteryzuje
sie zasadg stare decisis, co oznacza, ze orzeczenia wyzszych saddw wiaza nizsze sady w przysztych
sprawach. Jest szeroko stosowane w takich krajach, jak Zjednoczone Krélestwo, Stany Zjedno-
czone, Kanada i Australia.



Oznacza to, ze nawet bazy danych oparte na faktach czy informacjach z domeny
publicznej (jak np. daty, adresy, dane geograficzne) moga by¢ objete ochrona, jezeli
ich utworzenie wymagato znaczacych naktadéw. Dalej jednak fakty i dane per se (jak
np. wzory matematyczne) nie podlegaja ochronie prawnoautorskiej (vide orzecznic-
two amerykanskiego Sadu Najwyzszego w 1991 roku w sprawie Feist'®). Anglosaska
linia orzecznicza, w odréznieniu od systemu prawnego UE, nie stawiata tak restryk-
cyjnego wymogu oryginalnosci zbioréw informacji; do objecia ochrong prawna
wystarczaty naktady intelektualne lub kapitatowe wytwércy. Dyrektywa Parlamentu
Europejskiego i Rady z 1996 roku o prawnej ochronie baz danych (dyrektywa 1996)
dopuscita mozliwos¢ objecia nieoryginalnych baz danych ochrona, przy spetnieniu
okreslonych warunkéw producentowi. Zgodnie z trescig art. 7 ust. 1 tej dyrektywy sui
generis obejmuje zakaz pobierania i wtérnego wykorzystywania catosci lub istotnej
czesci danych.

Analizujac dane, szczegdlnie te powigzane z systemem common law, gdzie jednym
z czynnikéw konstytuujacych ochrone nieoryginalnych baz danych jest wniesienie
znacznego kapitatu przez producenta, nic nie stoi na przeszkodzie, by w jego miejsce
podstawic¢ reprezentacje osobowa w postaci sztucznej inteligencji. System prawa
europejskiego w znacznym jednak stopniu stawia na oryginalnos$¢ i rzeczywista pod-
miotowos¢ tworcy, stojac niejako na strazy niezatracania cztowieczenstwa w catym
procesie. W omawianej sytuacji mamy zatem do czynienia ze zderzeniem sie dwdch
tradycji prawa autorskiego - kontynentalnego i anglosaskiego - oraz ze stopniowym
zacieraniem sie granic miedzy tymi systemami w kontekscie ochrony prawnej baz
danych.

W miare jak sztuczna inteligencja staje sie coraz bardziej zaawansowana i powszech-
nie stosowana w procesach twdrczych, wzrasta liczba przypadkéw, w ktérych efekty
jej dziatania budza watpliwosci co do statusu prawnego. Zagadnienie to nie moze
by¢ rozpatrywane wytacznie w perspektywie dogmatycznej — wymaga ono bowiem
uwzglednienia konkretnych reakgcji systemoéw prawnych, ktére mierza sie z wyzwa-
niem ochrony twoérczosci generowanej cyfrowo. Coraz czesciej pojawiaja sie pytania,

8 W 1991 roku amerykariski Sad Najwyzszy w sprawie Feist orzekt, ze wybér faktéw nienoszacych
cech oryginalnosci nie jest objety ochrona prawnoautorska. Ksigzka telefoniczna utozona alfa-
betycznie nie moze by¢ chroniona prawem autorskim. Feist Communications, Inc. byta wydawca
ksiazki telefonicznej, a Rural Telephone Service Co. dostarczata dane do tej ksigzki. Feist oskarzyt
Rural o naruszenie praw autorskich, twierdzac, ze Rural skopiowato ich baze danych. Jednak Sad
Najwyzszy Stanédw Zjednoczonych orzekt, ze baza danych telefonicznych nie spetniata wymogoéw
oryginalnosci, aby by¢ chroniong prawem autorskim. Decyzja ta miata wptyw na sposéb, w jaki
traktowane sg bazy danych w kontekscie praw autorskich.



czy i na jakich zasadach sztucznej inteligencji mozna przypisac¢ autorstwo utworu,
a takze czy mozliwe jest nadanie jej odrebnej osobowosci prawnej.

Z tego wzgledu niniejsza czes¢ artykutu koncentruje sie na wybranych jurysdykcjach,
ktére w ré6znym stopniu podejmuja probe odpowiedzi na problem podmiotowosci
tworczej SI. Analizie poddane zostang zaréwno systemy nalezace do tradycji droit
d‘auteur (jak Unia Europejska), jak i copyright (Stany Zjednoczone, Wielka Brytania),
a takze panstwa, ktore zapisaty sie w historii jako pierwsze, gdzie formalnie dopusz-
czono mozliwos¢ uznania Sl za tworce (Republika Potudniowej Afryki, Australia).
W dalszej czesci przedstawione zostang takze rozwigzania prawne funkcjonujace
w Chinskiej Republice Ludowej - kraju, ktéry dynamicznie rozwija wtasne stan-
dardy w zakresie ochrony twoérczosci cyfrowej. Wybor ten pozwala uchwycic¢ zaréwno
ré6znorodnosc¢ podejs¢, jak i wspdlne napiecia prawne, ktére ukazujg skale wyzwania,
jakie generatywna Sl stawia przed wspoétczesnym prawem autorskim.

Bezposrednim bodZcem do miedzynarodowej dyskusji na temat przyznawania sys-
temom sztucznej inteligencji praw wiasnosci intelektualnej stato sie orzecznictwo
Republiki Potudniowej Afryki (RPA), gdzie 24 czerwca 2021 roku oficjalnie zatwier-
dzono zgtoszenie patentu na wynalazek, ze wskazaniem sztucznej inteligencji
DABUS" jako tworcy. Projekt zatytutowany ,Pojemnik na zywno$¢ oraz urzadzenia
i metody przyciggania wiekszej uwagi” (ZA20210324B) zostat réwniez uznany 30 lipca
tego samego roku przez Sad Federalny Australii*® za twérce wynalazku nr 2019363177.
Podjecie tego zagadnienia przez urzedy i sady patentowe w RPA i Australii miato swoj
poczatek w 2019 roku, kiedy amerykanski naukowiec Stephen Thaler opublikowat
miedzynarodowe zgtoszenie patentowe (W02020079499A1), w ktorym jako tworce
wskazat whasnie sztuczng inteligencje. RPA i Australia byty jedynymi krajami przychyl-
nie nastawionymi do zgtoszenia. W praktyce unijnej przyjeto podziat na dwa rodzaje
kreacji utworéw z wykorzystaniem systemoéw sztucznej inteligencji: jeden z nich
generowany w zupetnosci przez Sl (Al-generated output), drugi — jedynie wspomagany
przez Sl (Al-assisted output). W przypadku drugiego mozna méwi¢ o ewentualnej
mozliwosci uznania sztucznej inteligencji jako twérczego wspoétudziatu. Za takim sta-
nowiskiem opowiada sie Indyjski Urzad Prawa Autorskiego, a takze Kanadyjski Urzad
Wiasnosci Intelektualnej w sprawie dotyczacej przyznania wspoétautorstwa aplikacji
RAGHAV (Robust Artificially Intelligent Graphics and Art Visualizer) w odniesieniu do
utworu graficznego SURYAST stworzonego przez Ankita Sahniego (U.S. Copyright
Office Review Board 2023).

' Device for the Autonomous Bootstrapping of Unified Sentence to system sztucznej inteligencji
stworzony przez Stephena Thalera. Jest znany z tego, ze znajduje sie w centrum debat prawnych
na temat tego, czy SI moze by¢ uznana za wynalazce. DABUS generuje nowe pomysty i kon-
cepcje autonomicznie bez ingerencji cztowieka. Zdolnos¢ systemu do tworzenia opatentowal-
nych wynalazkéw wywotata istotne pytania prawne i filozoficzne dotyczace natury kreatywnosci
i wynalazczosci, w szczegdlnosci zas tego, czy system SI moze by¢ wymieniony jako wynalazca
w zgtoszeniu patentowym.

20 W sprawie Thaler v. Commissioner of Patents (2021).



Kolejnym krokiem w unowoczes$nianiu podejscia do kwestii autorstwa byto zapropo-
nowanie w jednym z raportéw przez Parlament Europejski koncepcji osoby elektro-
nicznej (dyrektywa 2015). Miatoby to uregulowac zagadnienia zwigzane ze sztuczna
inteligencja, technologia i robotyka, ktére sg obecne w obrocie prawnym. Zgtoszona
propozycja nie zostata jednak formalnie wprowadzona ani uznana w prawodawstwie
Unii Europejskiej. W ramach tej koncepcji zaproponowano przyznanie wybranym
systemom sztucznej inteligencji swoistej osobowosci elektronicznej, czyli formy pod-
miotowosci prawnej. Dzieki temu w przypadku wyrzadzenia szkody przez zaawanso-
wane systemy autonomiczne odpowiedzialno$¢ mogtaby spoczywac bezposrednio
na ,osobie elektronicznej” (Negri 2021) zamiast na jej twodrcach, wiascicielach czy
uzytkownikach. Idea ta byta skierowana gtéwnie do systeméw zdolnych do uczenia
sie i samodzielnego podejmowania decyzji, a nie do kazdej formy automatyzacji czy
prostszego oprogramowania. Dodatkowym zatozeniem byto uregulowanie odpo-
wiedzialnosci za szkody wyrzadzone przez SI, szczegdlnie gdy systemy te podejmuja
autonomiczne decyzje, czesto obejmujace kwestie etyczne i moralne. W takich sytu-
acjach osoba elektroniczna mogtaby petnic role formalnego podmiotu, ktéry mogtby
odpowiadac za dziatania Sl na podstawie odrebnych przepiséw.

Watpliwosci zwigzane z koncepcja osoby elektronicznej wynikaty gtéwnie z obaw,
ze nadanie sztucznej inteligencji osobowosci prawnej mogtoby prowadzi¢ do roz-
mycia odpowiedzialnosci rzeczywistych oséb fizycznych lub prawnych, takich jak
przedsiebiorstwa korzystajace z SI, co mogtoby by¢ potencjalnie naduzywane. W kon-
tekscie omawianego zagadnienia, jesli prawa autorskie miatyby naleze¢ do ,0soby
elektronicznej”, oznaczatoby to, ze Sl sama moze zarzadzac swoimi prawami, w tym
licencjonowaniem, sprzedaza lub przenoszeniem praw autorskich. Taka sytuacja
mogtaby prowadzi¢ do problemoéw z monitorowaniem i egzekwowaniem tych praw
oraz potencjalnie ograniczy¢ mozliwos¢ dochodzenia roszczen przez wiasciciela
lub programiste. W rezultacie UE poszukuje obecnie bardziej umiarkowanych roz-
wigzan - zamiast tworzenia nowej osobowosci prawnej prace koncentruja sie na
wypracowaniu ram prawnych regulujacych odpowiedzialnos¢ za szkody wyrzadzone
przez sztuczng inteligencje bez koniecznosci nadawania jej podmiotowosci prawne;j.

Regulacje dotyczace sztucznej inteligencji w Unii Europejskiej nabieraja coraz wiek-
szego znaczenia, czego wyrazem jest Artificial Intelligence Act (Al Act), pierwsze
kompleksowe prawo majace na celu ujednolicenie zasad funkcjonowania Sl na wspdl-
nym rynku. Dokument ten wprowadza hierarchie ryzyka, klasyfikujac systemy SI
w zaleznosci od stopnia potencjalnego zagrozenia dla praw i wolnosci obywateli.
Wprowadzenie takich ram prawnych redefiniuje odpowiedzialnos¢ twércow i uzyt-
kownikéw Sl oraz wptywa na dalszy rozwéj technologii, zmuszajac do przemyslenia
granic pomiedzy innowacjg a ochrona praw jednostki (rozporzadzenie 2024).

Wprowadzone regulacje zaktadaja cztery poziomy ryzyka systemow Sl, od tych
catkowicie zakazanych po technologie podlegajace nadzorowi prawnemu w nie-
wielkim zakresie. Systemy uznane za niedopuszczalne, jak algorytmy manipulujace



zachowaniem jednostek w sposéb szkodliwy czy systemy masowej inwigilacji, nie
moga by¢ wykorzystywane w granicach Unii Europejskiej. Systemy wysokiego ryzyka,
obejmujace miedzy innymi sztuczng inteligencje stosowana w rekrutacji, ocenie
zdolnosci kredytowej czy zarzadzaniu infrastrukturg krytyczna, podlegaja rygory-
stycznym wymogom przejrzystosci, audytom oraz obowigzkowi zapewnienia zgod-
nosci z normami prawnymi. Systemy ograniczonego ryzyka, takie jak chatboty czy
narzedzia do generowania tresci, musza spetniac okreslone obowigzki informacyjne,
natomiast systemy minimalnego ryzyka, w tym wiekszos¢ popularnych aplikacji S,
moga by¢ wykorzystywane bez szczegdlnych ograniczen.

Al Act ma na celu ochrone praw obywateli, ale rowniez zapewnienie stabilnosci
prawnej dla przedsiebiorstw, co ma kluczowe znaczenie dla innowacyjnosci i konku-
rencyjnosci europejskiego rynku technologicznego. Przedsiebiorstwa opracowujace
lub wdrazajace sztuczna inteligencje beda zobowigzane do przeprowadzania ocen
ryzyka oraz dostosowywania swoich produktéw i ustug do nowych standardéw,
co wymaga od nich istotnych zmian w strategiach biznesowych. Petne wdrozenie
przepiséw przewidziane jest na rok 2026, co daje panstwom cztonkowskim i przed-
siebiorcom czas na dostosowanie sie do nowych wymogow.

Jednoczesnie pojawiajg sie gtosy krytyczne wskazujace na potencjalne ograniczenia,
jakie moga wynikac z nadmiernej regulacji (Tiuryn 2024). Niektorzy eksperci obawiaja
sie, ze rygorystyczne wymogi moga spowolni¢ rozwdj technologii i ostabi¢ konkuren-
cyjnosc europejskich firm w stosunku do podmiotéw z USA czy Chin, gdzie regulacje
dotyczace Sl sg mniej restrykcyjne. W dalszej perspektywie konieczne moze okaza¢
sie wprowadzenie dodatkowych mechanizmoéw, ktére zapewnia rownowage miedzy
ochrong intereséw uzytkownikéw a potrzeba rozwoju innowacji.

Jeden z najbardziej aktywnych habitatéw dyskursu na temat sztucznej inteligen-
¢ji znajduje sie w Chinach, ktére prowadza dziatania pozycjonujace ten kraj wsréd
lideréw tej dziedziny. Koherentna polityka prawna i ekonomiczna zorientowana
jest na stworzenie warunkéw sprzyjajacych rozwojowi technologii SI. W obecnie
obowigzujacych normach prawnych chinskie prawo autorskie nie uznaje systemoéw
sztucznej inteligencji jako autora dzieta. Artykut 11 chinskiej ustawy o prawie autor-
skim (ustawa 2010) stanowi, ze prawa autorskie przystuguja wytacznie tworcy, ktory
jest osobg fizyczna. Nie wyklucza to jednak dyskusji na temat koniecznosci dosto-
sowania sie do rozwijajacej sie w zawrotnym tempie technologii, ktéra jest zdolna
do tworzenia ré6znorodnych tresci: muzyki, obrazéw tekstéow, filméw. Jednym z gto-
$nych przypadkéw byta debata nad prawami autorskimi do dzieta wygenerowanego
przez Sl o nazwie Xiaoice *, rozwinietej przez Microsoft China. Xiaoice jest zdolna do

*! Xiaoice jest systemem sztucznej inteligencji opracowanym przez Microsoft w Chinach, znanym
ze swoich zdolnosci konwersacyjnych; czesto opisywana jako ,emocjonalna sztuczna inteligencja”
zaprojektowana w celu symulowania empatycznych interakgcji z uzytkownikami. Xiaoice stata sie
popularna dzieki wykorzystaniu w réznych aplikacjach, takich jak media spotecznosciowe i zada-
nia kreatywne, w tym pisanie wierszy, komponowanie muzyki i tworzenie dziet sztuki. Zostata



tworzenia poezji, muzyki i innych form sztuki. Kontrowersyjna sytuacja okazato sie
wydanie zbioru poezji wygenerowanej przez Xiaoice. Postawito to debate publiczng
przed pytaniem o to, kto powinien posiada¢ prawa autorskie do tych utworéw: S,
jej tworca (Microsoft) czy moze uzytkownik, ktéry wydat ksigzke.

Chinscy eksperci z zakresu prawa autorskiego i naukowcy zajmujacy sie SI, jak
Zhang Linghan, Yang Jianjun, Cheng Ying, w zbiorowej pracy Artificial Intelligence
Law of the People’s Republic of China (Draft for Suggestions from Scholars) zwracaja
uwage na konieczno$¢ opracowania nowych regulacji prawnych odpowiadajacych na
wyzwania zwigzane ze sztuczng inteligencja. Wedtug profesora Li Shunde z Chinskiej
Akademii Nauk tamtejszy system prawny powinien zosta¢ znowelizowany o specjalne
kategorie prawne dla twérczosci S, dzieki ktéorym bedzie mozna w dalszym ciagu
uznawac wktad ludzi zaangazowanych w proces tworzenia, ale takze uwzglednic
autonomiczne mozliwosci sztucznej inteligencji. Li Shunde zwraca réwniez uwage
na uzaleznienie sztucznej inteligencji od cztowieka (Li 2020: 33-45). Mimo zaawan-
sowania technologicznego Sl nie dziata w catkowitej izolacji od czynnika ludzkiego —
od momentu wyboru danych wejsciowych, po nadzorowanie koncowych wynikéw.
Rozwazania nad statusem prawnym dziet tworzonych przez sztuczna inteligencje
prowadzg do kilku mozliwych rozwiazan, z ktérych kazde wigze sie z okreslonymi
konsekwencjami.

Przyznanie praw autorskich twoércy algorytmu pozwolitoby na uregulowanie kwestii
wtasnosci, wskazujac podmiot odpowiedzialny za wytwory SI. Takie rozwigzanie
miatoby jednak ograniczenia, poniewaz w wielu przypadkach twérca algorytmu nie
ma bezposredniego wptywu na koncowy rezultat generowanego utworu, co budzi
watpliwosci co do rzeczywistego wktadu tworczego. Problem ten jest szczegdlnie
istotny w kontekscie licencjonowania oprogramowania Sl i jego pézniejszego wyko-
rzystania przez réznych uzytkownikéw (Robinson 2024).

Druga mozliwoscia jest uznanie uzytkownika SI za wtasciciela praw autorskich do
wygenerowanych tresci, co bytoby zgodne z aktualnym podejsciem do narzedzi
wspierajacych twdrczosc. Takie stanowisko pozwalatoby zachowac istniejace stan-
dardy ochrony praw autorskich, jednoczesnie wymagajac jasnego okreslenia, jaki
stopien ingerencji cztowieka w proces generowania tresci jest wystarczajacy do
przypisania mu autorstwa. Orzecznictwo, takie jak decyzja Urzedu Praw Autorskich
USA w sprawie ,Zarya of the Dawn”, wskazuje, ze jedynie istotny wkfad kreatywny
cztowieka moze stanowi¢ podstawe do przyznania mu ochrony autorskiej.

Trzecia opcja jest uznanie, ze dzieta generowane przez S| nie powinny podlegac
ochronie prawnoautorskiej i powinny automatycznie trafia¢ do domeny publicz-
nej. Takie podejscie sprzyjatoby swobodnej wymianie tresci i dalszemu rozwojowi
technologii, lecz jednoczesnie mogtoby ograniczy¢ motywacje do inwestowania

zaprojektowana w celu zapewnienia uzytkownikom spersonalizowanego, ludzkiego doswiad-
czenia interakgcji poprzez rozpoznawanie wskazéwek emocjonalnych i odpowiednie reagowanie.



w systemy S| oraz tworzenie wysokiej jakosci algorytméw generatywnych. W tym
kontekscie pojawia sie potrzeba rozwazenia alternatywnych form ochrony, takich jak
prawo sui generis dla twérczosci SI, analogiczne do ochrony baz danych w prawie
Unii Europejskiej (dyrektywa 1996).

Kazde z tych rozwigzan niesie ze sobg dalekosiezne skutki dla tworcéw, przedsie-
biorstw technologicznych oraz uzytkownikoéw SI. Wybér optymalnego modelu
regulacyjnego wymaga znalezienia rownowagi miedzy ochrong praw twoércéow
a zachowaniem innowacyjnosci i swobody dostepu do informacji. Przyszte regulacje
powinny uwzglednia¢ zaréwno interesy 0séb i przedsiebiorstw rozwijajacych algo-
rytmy sztucznej inteligencji, jak i potrzebe zapewnienia uczciwego systemu ochrony
prawnej w kontekscie szybko zmieniajacej sie rzeczywistosci technologiczne;j.

Dotychczasowe podejscie do praw autorskich, zakorzenione w konwencji bernenskiej,
opiera sie na ochronie twérczosci ludzkiej i rownouprawnieniu autoréw z réznych
krajow. Jednak szybki rozwdj sztucznej inteligencji podwaza fundamenty ugrunto-
wanych koncepcji, zmuszajac do refleksji nad tym, czy obecne przepisy pozwalaja
na petna ochrone dziet i wynalazkéw generowanych przez Sl. Istotne staje sie pyta-
nie, czy takie pojecia, jak ,autor” i ,wynalazca” powinny by¢ ograniczone wytacznie
do 0s6b fizycznych, czy tez wymagatyby rozszerzenia lub reinterpretacji w swietle
nowych technologii.

Zrdznicowanie systemow prawnych, takich jak droit d’auteur i copyright, dodatkowo
komplikuje kwestie definicji utworu oraz warunkéw ochrony prawnej twérczosci
wspottworzonej przez Sl. Jednoczesnie nalezy uwzgledni¢ mozliwe konsekwencje
zmian prawnych — zaréwno dla twércéw, jak i dla rozwoju technologii. Ochrona wta-
snosci intelektualnej wymaga dzi$ rownowagi miedzy zachowaniem tradycyjnych
wartosci, takich jak uznanie i wynagradzanie ludzkiej kreatywnosci, a otwarciem na
innowacje i nowe formy twdrczosci.

Ochrona praw autorskich ewoluowata od XIX wieku, ale wspdtczesne wyzwania
technologiczne, zwlaszcza zwigzane ze sztuczng inteligencja, wymagaja nowych
interpretacji i adaptacji istniejacych przepiséw. Koniecznoscia jest wypracowanie
spéjnych regulacji, ktére beda w stanie odpowiednio chronié¢ twérczos¢ w erze cyfro-
wej, jednoczesnie uwzgledniajac wktad cztowieka oraz potencjat i ograniczenia SI.
Regulacje te musza balansowaé miedzy ochrong praw twdércéw a umozliwieniem
dalszego rozwoju technologii, zapewniajac jednoczesnie sprawiedliwos¢ i rownosé
w dostepie do ddbr kultury.
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