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Abstract 
 
This paper discusses simplified methods of translation evaluation in 
two seemingly disparate areas: machine translation (MT) technology 
and translation for EU institutions. It provides a brief overview of 
methods for evaluating MT output and proposes simplified solutions 
for small LSPs and freelancers dealing with specialised translation of 
this kind. After discussing the context of the study and the process of 
machine translation, an analysis of fragments of the selected specialist 
text (an EU regulation) is carried out. The official English and Polish 
versions of this document provide the basis for a comparative evalua-
tion of raw machine translation output obtained with selected com-
mercially available (paid) neural machine translation engines (NMT). 
Quantitative analysis, including the Damerau-Levenshstein edit dis-
tance parameters and the number of erroneous segments in the text, 
combined with a manual qualitative analysis of errors and terminology 
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can be a serviceable method for small LSPs and freelance translators 
to evaluate the usefulness of neural machine translation engines. 
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machine translation, neural MT, institutional translation, MT evalua-
tion, specialised translation 
 
 

Miary jakości tłumaczenia maszynowego a przekład 
specjalistyczny. Metody automatycznej i manualnej 
oceny tłumaczenia maszynowego możliwe do zasto- 
sowania przez niezależnych tłumaczy i małe biura 

tłumaczeń w kontekście przekładu dokumentów UE 
 
Abstrakt 
 
Niniejszy artykuł przedstawia przyjęte i proponuje uproszczone metody 
oceny silników tłumaczenia maszynowego z myślą o małych biurach tłu-
maczeń i niezależnych tłumaczach zajmujących się przekładem specjali-
stycznym. Po omówieniu kontekstu badania oraz procesu tłumaczenia 
maszynowego przeprowadzona zostaje analiza fragmentów jednego tek-
stu specjalistycznego, którym jest wybrany akt prawny UE. Oficjalne wer-
sje angielska i polska zestawione zostały z surowym tłumaczeniem ma-
szynowym uzyskanym za pomocą 2 komercyjnych silników neuronowego 
tłumaczenia maszynowego (NMT): Microsoft Translator oraz Amazon 
Translate. Analiza ilościowa (m.in. parametrów odległości edycyjnej Da-
merau-Levenshteina i liczby błędnych segmentów w tekście) w połącze-
niu z manualną analizą jakościową błędów w tłumaczeniach może być 
przydatną metodą oceny przydatności silników neuronowego tłumacze-
nia maszynowego dla niezależnych tłumaczy.  
 
Słowa kluczowe 
 
tłumaczenie maszynowe, tłumaczenie neuronowe, przekład instytu-
cjonalny, ocena tłumaczenia maszynowego, przekład specjalistyczny 
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1. The translation industry and 
machine transprocessing of texts 

 
As the use of computer-aided translation tools and machine 
translation (MT) technology in the translation industry is grad-
ually becoming the norm rather than an exception, we can ob-
serve an industry-wide tendency to seek synergy in incorporat-
ing these tools in the translation process (Moorkens and O’Brien 
2017). Machine translation engines enable an automated1 pro-
cessing of the language code whereby a document in the source 
language is the basis for an almost instantaneous generation of 
another text in the target language. However, what is time and 
cost saving for translation agencies can be a source of trouble 
for freelance translators since raw MT output is often of mixed 
quality and the results of the MT process might seem unpredict-
able. The recently introduced translation industry standard ISO 
18587:2017 “Translation services – Post-editing of machine tra-
nslation output – Requirements”, which has been in use since 
February 2018, defines the workflow of full post-editing. It is 
implemented mostly by larger language service providers (LSPs) 
who strive to achieve “human parity”, i.e. to make a MT post-
editing indistinguishable from a human translation. In order to 
compete with the Goliaths in the industry, many smaller LSPs 
and experienced freelancers who work for their direct clients are 
also increasingly turning to machine translation as an effi-
ciency-boosting technology.  

Over the last 70 years various machine translation solutions 
have been proposed (see e.g. Bogucki 2009): example-based 
translation methods (EBMT) coupled with fuzzy logic principles 
have been developed in parallel with rule-based translation 
(RBT) systems. In the early 2000s these methods were replaced 
with statistical machine translation (SMT) and, most recently, 
with neural machine translation (NMT).  

 
1 Hence, with regard to machine translation, we will also use the term 

transprocessing here in contrast to (human) translation. 
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Despite all these advances in the integration of various areas 
of research in artificial intelligence, the natural language con-
tent in translation applications is still processed without any 
sensory perception (i.e. without recognizing the image, voice, 
taste, smell or even the place where the message is transmitted) 
and without considering the components of the communicative 
act, such as a pragmatic context, cultural context, the encyclo-
paedic knowledge of the translator, the target audience (Ches-
terman 1997), the assumed knowledge of the intended recipient 
(Tabakowska 1999: 54), etc. Within the last decade, several 
models representing meaning as high-dimensional numerical 
vectors, or vector-space models of semantic representation, 
have been developed (see e.g. Mikolov et al. 2013) to better cap-
ture the use of ambiguous expressions in a specific conceptual 
domain, yet automatic processing of meaning and text is still 
quite far from the human ability to differentiate between con-
texts. Basically, natural language processing algorithms could 
easily transcode any message into other sentences in the same 
language (intralingual transfer) or transcode the content into 
images or sounds (intersemiotic transfer). It can be assumed 
that at the turn of the second and third decades of the 21st 
century, machine translation of natural language is still pre-
dominantly limited to transcoding the text without the use of 
cognitive functions and without understanding and interpreta-
tion of the message taking into account its situational or cul-
tural contexts (cf. Quah 2006: 18).  

However, with the vast amount of training data widely avail-
able, MT is slowly becoming a mature technology. In a paper 
describing an experiment carried out in 2018, Popel et al. (2020) 
claim that machine-human parity was reached when translat-
ing isolated sentences from newspapers in selected language di-
rections.2 In a recent study conducted in the English-Polish lan-
guage pair (Kur 2020), the feasibility of implementation of three 

 
2 Unfortunately, since  the public service Lindat where Popel’s CUBBITT 

system is implemented does not offer EN-PL automated translation, these 
claims cannot be easily validated. 
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generic MT systems was considered (for translating newspaper 
articles). As for the specialised translation in the EU context, 
which is our concern in this paper, the MT service known as e-
Translation is used by in-house and external translators of the 
European institutions. Building an internal MT system might 
not be a problem for larger organisations and translation com-
panies, yet freelance translators and small LSPs would probably 
need some help in selecting and assessing such solutions for 
the purposes of their translation jobs. 

In this paper, we will briefly review the methods used for eval-
uating MT output and try to use some of them for a text from  
a specialised domain, i.e. an EU legal document. In this way, we 
should be able to propose simple MT evaluation methods (e.g. 
potential error indicators for subsequent qualitative assess-
ment) which could potentially be of use to smaller LSPs and 
freelance translators of specialist texts. The aim is to help them 
make informed choices as to the evaluation of MT technology, 
and decide whether to put an MT system in place for their pro-
jects. 
 
2. Selection of a text from a specialised domain  

and commercial MT systems for evaluation 
 
For the purposes of our study, first we needed to choose a pair 
of reference texts from a specialised domain in the source and 
target languages, which in our case was English and Polish, re-
spectively. To that end, legal instruments which are available 
and binding in multiple language versions seemed good candi-
dates. With this in mind, we took an EU Regulation, as it is 
available in all official language versions and directly applicable 
in all Member States. Consequently, Regulation (EU) No. 1308/ 
2013 of the European Parliament and of the Council (see Annex; 
European Union 2013; Unia Europejska 2013) was chosen as 
the reference text for further examination.  

A sample of 26 segments was taken from two sections of the 
English version of the document. Extract 1 (Segments 1-12) 
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includes the title and the initial part of the preamble, whereas 
Extract 2 (Segments 13-26) contains the enacting terms with 
Articles 59-61 of the Regulation. The text, prepared in this way, 
was compared with the official Polish version published in the 
Official Journal of the European Union, downloaded from Eur-
Lex (provided in the Annex), which is deemed our reference or 
‘gold standard’ translation. 

This English text was then used for the basis in machine pro-
cessing of text in the EN->PL combination using three commer-
cial MT systems: Microsoft Translator (MST) and Google Trans-
late engines accessed via a single CAT tool plugin and the Ama-
zon Translate (AMZT) engine used in the browser via AWS ser-
vice. The output from the MT systems was collected in mid-
March 2020. The selection of these three MT engines seems jus-
tified as they are used by some commercial MT integration ser-
vices which are particularly targeted at small LSPs and freelanc-
ers.3 As further indicated in the Discussion section, two MT sys-
tems were found to be of similar quality and one seemed signif-
icantly worse so, for the sake of economy, only the two extremes, 
i.e. the output of Microsoft and Amazon systems, were chosen 
to illustrate possible problems in evaluating MT. The worst and 
best raw machine translation and the official versions of the 
Regulation in English and Polish are shown in the Annex.  
  
3. From MT metrics and automated MT quality  

assessment to the dimensions of post- 
editing effort and full evaluation 

 
Let us now focus on quantitative and qualitative methods of MT 
assessment. A succinct overview should facilitate further selec-
tion of potentially fast and simple methods of MT evaluation. 
Basically, MT output can be evaluated in an automated way or 
manually with the help of previously trained humans. 

 
3 I am grateful to an anonymous Reviewer for mentioning Memsource as 

one of such services where these three engines are integrated. 
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By far the most comprehensive, potentially the most objective 
and also the most demanding method is the full evaluation of 
MT output by many raters. An indicator of MT quality can, for 
example, be the postediting effort (PE) as defined by Krings 
(2001), who distinguishes temporal, cognitive and technical di-
mensions of PE. As for the temporal effort, measuring and com-
paring the time needed to translate a text from scratch and 
postedit an MT version can be a viable option to consider for 
midsize LSPs, yet even this might still prove overly time- and 
resource-consuming for a single freelance translator or tiny 
translation companies. The cognitive dimension of postediting 
effort is possibly the most difficult to measure as (aside from the 
think-aloud protocol (TAP) method) it usually requires costly 
high-resolution eye tracking equipment. Eye tracking technol-
ogy enables evaluators to identify fixation points, or the words 
and phrases in the text where proofreaders’ eyes rested for 
longer periods of time, which is an indicator of greater cognitive 
load. Finally, the technical effort is measured by the number of 
editing operations (such as insertions, deletions, substitutions) 
and usually obtained by keylogging and screen recording soft-
ware (or the less handy TAP method). 

The level of effort expanded in the proofreading is usually an-
alysed using some error classification. The division of errors into 
possible categories is quite subjective and there are many typol-
ogies used both in research and the translation industry (see 
e.g. Popović et al. 2014, Daems et al. 2017, Toral and Sánchez-
Cartagena 2017). For our purposes we chose the scale and ty-
pology used by the Directorate-General for Translation of the 
European Commission as described by Strandvik (2017). At the 
same time, we must bear in mind that full evaluation by many 
raters is infeasible for small LSPs and freelancers and that due 
to these constraints, the qualitative analysis and error classifi-
cation must be quite limited and should only complement the 
automated quantitative analysis. 
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4. BLEU metric: imperfect but widely used 
 
The translation industry uses many automatic measures, or 
metrics of machine translation quality, including BLEU, ME-
TEOR, F-Measure, chrF, TER, HTER and NIST (see e.g. Sno-ver 
et al. 2006 or Popović 2015 for correlations of ‘best performing 
metrics’). In the EU context, one of the recently proposed met-
rics is CharCut (Lardilleux and Lepage 2017), but it has not 
gained much popularity so far.  

The BLEU (Bilingual Evaluation Understudy) metric devel-
oped in IBM laboratories (Papineni et al. 2002) is most used 
nowadays. BLEU is based on matching n-grams present in au-
tomatic translation to n-grams in the reference translation when 
considering precision and brevity penalty. Though it is not per-
fect and is often criticised for not being adequately correlated 
with human judgements, it remains the most popular in the 
translation industry as the only metric that allows for drawing 
comparisons with other work over the last two decades (exam-
ples of recent research where BLEU is used as the main metric 
include Läubli et al. 2020, Popel et al. 20204).  

For our text, the calculated BLEU values for NMT engines 
reach the values of 61.63, 72.85 and 73.71 for Microsoft, Google 
and Amazon MT systems, respectively (explained further in the 
Discussion section). These scores might be useful indicators 
suggesting that in the chosen textual domain, Amazon MT and 
Google MT engines are likely to produce higher quality results 
than Microsoft Translator. However, automatic metrics should 
not be regarded as the ultimate evaluation of machine transla-
tion output—they are in fact the cheapest and fastest rough es-
timation of MT quality, so the initial results would need to be 
corroborated by a subsequent qualitative analysis. The scores 
often happen to be biased or even erroneous (hence the multi-
tude of various metrics). Furthermore, the aggregate BLEU sco-

 
4 My thanks to anonymous Reviewer 1 for pointing out the fresh work by 

Popel et al. (2020) where BLEU and TER are used as the principal metrics. 
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re for the engine does not indicate what types of errors occur 
and where they are to be found in the text.  

Another weakness of automated metrics is that they are com-
plicated and not widely accessible. The average freelance trans-
lator or smaller LSPs would not be very likely to have at their 
disposal the tools to calculate BLEU, TER, METEOR or CharCut 
scores. As a way out, we might try to obtain some indicative 
results in a spreadsheet. With simple calculations which in  
a way underlie automatic translation quality metrics, we will try 
to predict possible problematic segments in MT output using 
either of the two options shown below and then check if the in-
dicated sentences do indeed contain any errors. 
 
4.1. Quality prediction based on characters 
 
One possible option is to calculate and compare the number of 
characters in each segment in order to indicate the segments 
where some content may have been omitted or added by an MT 
system. The graph in Figure 1 shows the number of characters 
in segments in the official Polish document and the output of 
the machine translation engines in question. As we can see, the 
Microsoft Translator engine seems to differ from both the refer-
ence translation and the Amazon Translate engine, offering 
shorter translations – segments 5 and 15 are worth checking for 
the quality of the translation and possible omissions. 
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Figure 1
Characters per segment in the official Polish version 

and raw MT output in Microsoft and Amazon

4.2. Quality prediction based on words

Metrics may also be based on words5 rather than characters. To 
keep the analysis as simple as possible, we could calculate the 
number of words in each segment and possibly introduce typical 
statistical calculations (variance, standard deviation). In our 
case, we stuck to a rough quantitative analysis that allowed us 
to select segments for a qualitative analysis at a later stage of 
the assessment. A simple and effective method which consists 
in calculating the percentage differences in the number of words 
in segments from the reference text (the official Polish version) 
sufficed here (Figure 2 and Table 2). As we can see, in this way 
we could obtain a more detailed image of the differences 

5 An example of such a metric is WER (Word Error Rate), used predomi-
nantly in automated speech recognition.
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between the segments of the individual versions of the text un-
der analysis. 
 
 

 
Figure 2 

Percentage values of segment difference with the reference text 
 
 

Table 1 
Mean, median and standard deviation  

 of segmental differences against the reference text 
  

 
 
 
 
 
As for the segment wordcount, significant percentage diver-
gences from the reference Polish version can be observed for the 
Microsoft Translator engine, whereas the commercial Amazon 
MT engine seems closer to the official version published in EU 
legislation database, EUR-Lex. If we have a look at other statis-
tics (see Table 2), the Microsoft engine appears to use slightly 
fewer words (3 % less) while Amazon a slightly more (5 % more) 
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words when compared with the reference text. At the same time, 
the standard deviation for MST is significantly higher than that 
of AMZT. The median does not show any differences and seems 
to be of no prognostic value in our evaluation. The detailed val-
ues of percentage differences for individual segments are shown 
in Table 3. Segments with the same MT output (zero difference) 
have been omitted. 
 

Table 2 
Percentage values of segment difference with 

the official translation and mean values 
 

Segment 
# / MT 
engine  3  5  8  9  10  11  15  16  17  20  21  25  26  

MST  21 
-
44 25 20 25 17 

-
75 -7 -5 0 

-
18 

-
50 5 

AMZT  21 0 25 20 25 17 0 0 -5 13 0 0 8 
 

 
Assuming a cut-off threshold of more than 25 %, a quantitative 
predictive analysis indicates the following significant differences 
for individual NMT engines: 
 

(1) Microsoft Translator – possible omissions in segments 5, 15, 25; 
(2) Amazon Translate – no segments with the threshold value ex-

ceeded (however, the threshold value was reached in two seg-
ments). 

 
4.3. Quantitative testing by measuring the edit distance 
 
The edit distance parameter is also commonly used to measure 
the quality of machine translation. In simple terms, the classic 
Levenshtein distance is the sum of the operations of removing, 
inserting and substituting characters in two compared strings 
of characters. A slightly altered variant of minimum edit dis-
tance developed by Levenshtein together with F. J. Damerau 
(1964) is used more often in the translation industry. This 
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measure involves inserting, deleting, substituting the character 
and additionally transposing (shifting) two adjacent characters. 
To better understand the principle of calculating the edit dis-
tance, let us consider two words: GDYNIA and GDANSK. The 
matrices showing the number of operations necessary to turn 
one word into another are shown in Figure 3. As we can see, the 
value of minimum edit distance may equal 3 or 6 (this means 
100 % difference!), depending on the variant applied. It is worth 
mentioning that CAT tools most often use variant b (the Dame-
rau-Levenshtein distance), which always gives smaller values. 
This distinction may be of importance for freelancers and small 
LSPs as regards their remuneration for their work in translation 
and postediting projects. 
 

 

  G D Y N I A 

 0 1 2 3 4 5 6 

G 1 0 1 2 3 4 5 

D 2 1 0 1 2 3 4 

A 3 2 1 2 3 4 3 

N 4 3 2 3 2 3 4 

S 5 4 3 4 3 4 5 

K 6 5 4 5 4 5 6 

G D A N S K 

G D Y N I A 
 
a) Classic Levenshtein distance = 
6 (substitution weight 1) 

  G D Y N I A 

 0 1 2 3 4 5 6 

G 1 0 1 2 3 4 5 

D 2 1 0 1 2 3 4 

A 3 2 1 1 2 3 3 

N 4 3 2 2 1 2 3 

S 5 4 3 3 2 2 3 

K 6 5 4 4 3 3 3 

G D A N S K 

G D Y N I A 
 
b) Damerau-Levenshtein dis-
tance = 3 (substitution weight 2) 

 
Figure 3 

Calculating the edit distance between 
two words: GDANSK and GDYNIA 
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Multi-part strings, whole sentences and even whole texts can 
also be analysed in this way. The minimum edit distance (MED) 
calculated against the Polish version (according to the Dame-
rau-Levenshstein model) for whole texts generated by individual 
machine translation engines is as follows: 
 

Table 3 
Edit distance calculated for both MT versions 

  
Microsoft Amazon Mean value 

MED 376 177 277 
 
Owing to specific algorithms, it might be possible to make an 
initial estimate of the quality of the machine translation before 
actually embarking on any qualitative analysis. Theoretically,  
a smaller edit distance means a translation closer to the refer-
ence translation, therefore for our sample text we should expect 
higher quality from Amazon Translation engine. This can be ex-
amined in a qualitative examination of MT output. 
 
5. Manual evaluation of the quality 

of translation according to the 
European Commission's DGT criteria 

 
In this section we will attempt to compare the official English 
and Polish versions with the raw output of selected neural ma-
chine translation (NMT) engines: the Microsoft Translator ge-
neric engine, and the commercial Amazon Translate engine. 
Each version of the translation will be evaluated using a hie-
rarchy of resources (see Łoboda 2012) and the EC DGT evalua-
tion system as described by Strandvik (2017). In one of its long-
standing evaluation models, the Directorate-General for Trans-
lation of the European Commission distinguishes two dimen-
sions of errors in categories such as wrong rendering of the 
sense resulting in mistranslation or unjustified addition of con-
tent (SENS), unjustified omission or non-translation (OM), 
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terminological error (TERM), inconsistency with reference docu-
ments (RD), grammatical error (GR), spelling error (SP), punctu-
ation error (PT), and unclear conveyance of meaning (CL). 
 
5.1.  Microsoft Translator NMT engine 
 
Microsoft Translator is an engine used for the automated trans-
processing of multilingual content in the documentation of Mi-
crosoft products, therefore it should be particularly suitable in 
rendering IT-related texts into another language. This solution 
is also available free of charge as a generic machine translation 
engine (implemented in Bing Translator) and commercially (on 
the Microsoft Azure platform as one of Azure Cognitive Services 
solutions). The sample included in the attachment was gener-
ated via an API plugin installed in one of the CAT tools.6  

Predictive analysis using the editing distance indicated dis-
crepancies with the official Polish version in almost half of the 
segments. Segments 5, 15 and 25 were indicated as particularly 
problematic, and indeed they turned out to be grossly incorrect. 
The machine-generated text contains very serious omissions 
and terminological errors, which make the text quality unac-
ceptable in terms of the EC DGT criteria. 

 
(1) OM error category – several major omissions of large sections of 

text after each first full stop of the MT output (segments S5, S15, 
S21); 

(2) TERM error category – terminological inconsistency (proce-dura 
kontrolna in S19 and procedura sprawdzająca in S21); 

(3) GR error category – inappropriate form in S17 when continuing 
in S15 and S16; ungrammatical form w celu zapewnienia, że in 
S15; 

(4) SENS/CL error category – obszar chmielu instead of obszar 
uprawy chmielu in S19; czas trwania [duration] translated as 

 
6 In our internal tests, the output of the commercial NMT by Microsoft ac-

cessed via a CAT-tool plugin proved to be identical with the version obtained 
with the publicly available free Bing Translator engine. 
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długość [length] in S25; ambiguous translation of S26 (w celu 
oceny… systemu i [w celu oceny] złożenia wniosków); 

(5) SP/PT error categories – incorrect capitalisation of the line of 
recital in the preamble (S7); adding a slash before numbers in 
segments S8-S11. 

 
The quality assessment shows that 12 out of 26 segments 12 
are identical with the official Polish version, 6 segments contain 
errors and minor issues, and 8 contain errors considered grave. 
This is mainly due to an obvious flaw in the implementation of 
the engine which results in removing the all of the text that fol-
lows any full stop in the raw MT output. Thus, a large number 
of words were omitted, which resulted in a considerable edit dis-
tance in relation to the reference text and the output of the other 
engine under analysis (ED 376 with mean value 277). 
 
5.2. Amazon Translate NMT engine 
 
Amazon Translate is a recently introduced generic machine 
translation engine. It is offered commercially and has been used 
for Amazon, one of the world’s largest e-commerce platforms. 
Amazon operates in many countries, and individual regional 
websites are available in several languages thanks to machine 
translation. For example, in addition to the default German lan-
guage version, Amazon.de regional website provides machine 
translation in 5 other languages (English, Dutch, Polish, Czech 
and Turkish). The translation service is also commercially avail-
able on a pay-per-use basis within AWS (Amazon Web Services) 
Cloud Platform in 55 languages and seems to be aimed specifi-
cally at the e-commerce market. Amazon Translate, unfortu-
nately, is not available as a free open service. The service docu-
mentation does not indicate the sources used to build a generic 
language model and to train the neural network.7 
  

 
7 https://docs.aws.amazon.com/translate/latest/dg/how-it-works.html. 
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In the case of this engine, the quantitative predictive analysis 
did not reveal a single segment that would deviate significantly 
from the Polish reference text. This is confirmed by a low edit 
distance value. However, a detailed qualitative analysis reveals 
the following errors: 
 

(1) GR error category – incorrect grammatical case in segment S4; 
incorrect grammatical cases in the listed section in segments 
S16-S17; ungrammatical form w celu zapewnienia, że in S15; 

(2) CL/SENS error category – as in the case of the other MT engine 
analysed, obszar chmielu instead of obszar uprawy chmielu in 
S19; ambiguous translation of S26 (w celu oceny… systemu  
i przedstawienia propozycji);  

(3) SP/PT error category – minor defects due to the change of brack-
eted references to square brackets (S8-S11); incorrect capitali-
sation of the line of recital in the pre-amble (S7). 

 
The text generated by the Amazon Translate engine does not 
contain any significant terminological errors. The raw MT out-
put turns out to be surprisingly similar to the official Polish ver-
sion, which may suggest that Amazon Translate is a high quality 
tool and/or the fact that this text has been used to train the 
NMT engine. The convergence of the official version and NMT 
output is confirmed by a very low edit distance of 177 with the 
mean value of 277. Nevertheless, a few grammatical errors were 
found in the text, which affects the overall quality of machine 
translation. All in all, our qualitative analysis of errors corrobo-
rates our findings from the quantitative predictive analysis. In 
the case of our reference text, the output of Amazon Translate 
NMT engine indeed provides a significantly higher quality than 
Microsoft Translator. 
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6. Discussion 
 
There are a few issues to consider in this context. First, the val-
ues of BLEU which hardly ever reaches 30-40 in general con-
texts (such as news, see Popel et al. 2020) were found to be sig-
nificantly higher for our document. Such a high level of corre-
spondence between the reference and MT hypothesis might 
mean that: (i) our reference text was translated using an NMT 
engine or (ii) the reference text was used to train the MT system 
and/or (iii) that the specialised texts in question (EU law) are 
highly standardized in terms of the terminology and formulaic 
language so they are processed in a more uniform way by an 
NMT system. The first option can easily be rejected since EU 
Regulation No. 1308/2013 was published over 3 years prior to 
the launch of the NMT services by Google and Microsoft. The 
second option seems plausible, since the EU institutions (the 
European Commission and European Parliament) compiled 
large corpora of EU legislation which have been made available 
to the public over the last decade. Therefore, it seems advisable 
to compare the BLEU value for the text in question (our Text 1, 
or T1) with two other documents: one from the same domain 
and text type, and another from a related domain and a differing 
text type. To that end we selected two freshly published docu-
ments (texts 2 and 3, or T2 and T3): Commission Implementing 
Regulation (EU) 2021/28 (European Commission 2021) and a 
news article from the EU Research Portal CORDIS (Publications 
Office 2021). We ensured that T2 and T3 were newly published 
documents in order to minimise the risk of them having been 
used as the training material for commercial NMT engines. The 
calculated BLEU scores for T1, T2 and T3 are shown in Table 4. 
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Table 4 
BLEU scores for T1, T2 and T3 without 

lowercasing the text (the higher, the better) 
 
  Micro-

soft 
Google Amazon 

Mean 
MT 

Do-
main 

Text 
type 

Publica-
tion 
year 

BLEU  
T1 

61.63 72.85 73.71 69.40 
EU 
law 

Legisla-
tion 

2013 

BLEU 
T2 

61.67 60.37 62.53 61.52 
EU 
law 

Legisla-
tion 

2021 

BLEU 
T3 

22.94 27.87 26.23 25.68 
EU 
rese-
arch 

News 
article 

2021 

 
 
For a news article (T3), where the highest result was obtained 
by Google Translate, BLEU scores reach typical, significantly 
lower values than for a specialist document such as EU legisla-
tion (T1 and T2). The MT systems by Google and Amazon reach 
comparable quality, though we found it surprising that for T1 
and T2 it was Amazon (a system built primarily for e-commerce) 
that scored slightly better. It is worth noticing that the texts 
were not lowercased, as this would deviate from human trans-
lation evaluation criteria in EU institutions (such as spelling 
and capitalization). Otherwise, the scores would be a few points 
higher. We should also note that for uniformly lowercased texts 
(a frequent practice in MT evaluation), a higher BLEU score 
would have been reached by Google rather than Amazon. 

The European law and EU-related documents provide fasci-
nating material for the evaluation of machine translation solu-
tions. The amount of data made available for the training pur-
poses by the European institutions over the last two decades 
are unprecedented, so the quality of generic MT systems can be 
relatively high for some text types. At the same time, we should 
bear in mind that EU legal texts (such as Regulations, Direc-
tives, Decisions) are highly standardised and written according 
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to accepted templates. The EU policy-related terminology is also 
quite uniform, as the crucial and most frequent terms are en-
tered into the IATE database which in turn is a binding source 
for in-house and external translators of the EU institutions. 
Such a normalized text structure and terminology is the main 
reason why NMT systems can give relatively good results and 
high BLEU scores. 
 
7. Limitations of this study and concluding remarks 
 
We can see that a quantitative analysis can be a useful method 
for finding general differences between the evaluated MT output 
and the reference text in some highly conventionalized docu-
ments such as EU law. A quantitative analysis of MT makes it 
easy to detect the number of segments deviating from the adop-
ted version, as well as to assess the scale of such discrepancies. 

Such quantitative methods have both their advantages and 
limitations. First and foremost, they are fast and easy to use. 
They provide translation project managers with immediate re-
sults and statistical data without the need to adhere to more 
complex MT metrics. The predictive quantitative analysis has  
a significant prognostic value: some assumptions as to the MT 
quality can be made before the proper evaluation of MT quality 
by professional translators. As for the limitations, we should pay 
attention to the low efficiency in finding grammatical errors 
which are always considered grave. All the metrics we have dis-
cussed here in detail share the same principle which underlies 
the NMT technology: the algorithms treat texts as sequences of 
individual sentences/segments rather than coherent texts (see 
Läubli et al. 2020). 

The method described here is restricted to specific, highly 
conventionalised types of texts from a specific domain such as 
EU law where the use of synonyms would be limited. In other 
contexts (e.g. newspaper articles such as T3), our methods 
would be less reliable but fit for our purpose (and as we can see 
from the table above, MT engines also fare worse). Quality 
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prediction based on the number of characters or words is a very 
simple solution but hardly meant to replace BLEU, METEOR or 
human-targeted metrics. We believe, though, that in certain 
contexts such a procedure could be useful for translators or 
small LSPs who do not have access to tools offering such met-
rics. While other solutions are usually less accessible or offered 
as paid solution,8 with a limited number of language combina-
tions and not always disclosed quality estimation algorithms, 
calculation of characters or words in the segments can be car-
ried out for free in any spreadsheet application. 

The quantitative and qualitative analysis, which is primarily 
of a technical and linguistic nature, could be further combined 
with measuring the temporal effort of the post-editing process. 
This is generally possible to accomplish with the most popular 
CAT tools (e.g. Qualitivity plugin in Trados Studio), PET (Aziz et 
al. 2012) or ROE (Farrell 2018). These more advanced solutions 
allow for filling in translation evaluation forms according to se-
lected translation quality standards and for examining the time 
spent on post-editing. However, the methods analysed in this 
paper should be sufficient for freelance translators and small 
LSPs, enabling them to make informed choices as to whether to 
put specific MT engines in place in the context of their projects.  
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# 

EN   
[official ver-
sion in EUR-

Lex] 

PL 
[official version 

in EUR-Lex] 

Microsoft 
Translator NMT 

Amazon  
Translate NMT # 

1 

REGULA-
TION (EU) No 
1308/2013 
OF THE EU-
ROPEAN 
PARLIAMENT 
AND OF THE 
COUNCIL 

ROZPORZĄDZE-
NIE PARLA-
MENTU EURO-
PEJSKIEGO I 
RADY (UE) NR 
1308/2013 

ROZPORZĄDZE-
NIE PARLA-
MENTU EURO-
PEJSKIEGO I 
RADY (UE) NR 
1308/2013 

ROZPORZĄDZE-
NIE PARLA-
MENTU EURO-
PEJSKIEGO I 
RADY (UE) NR 
1308/2013 

1 

2 of 17 Decem-
ber 2013 

z dnia 17 grud-
nia 2013 r. 

z dnia 17 grud-
nia 2013 r. 

z dnia 17 grud-
nia 2013 r. 2 

3 

establishing 
a common 
organisation 
of the mar-
kets in agri-
cultural 
products and 
repealing 
Council Reg-
ulations 
(EEC) 
No 922/72, 
(EEC) 
No 234/79, 
(EC) 
No 1037/200
1 and (EC) 
No 1234/200
7 

ustanawiające 
wspólną organi-
zację rynków 
produktów rol-
nych oraz uchy-
lające rozporzą-
dzenia Rady 
(EWG) 
nr 922/72, 
(EWG) 
nr 234/79, (WE) 
nr 1037/2001 i 
(WE) 
nr 1234/2007 

ustanawiająca 
wspólną organi-
zację rynków 
produktów rol-
nych i uchyla-
jąca rozporzą-
dzenia Rady 
(EWG) nr 
922/72, (EWG) 
nr 234/79, (WE) 
nr 1037/2001 i 
(WE) nr 
1234/2007 

ustanawiające 
wspólną organi-
zację rynków 
produktów rol-
nych i uchyla-
jące rozporzą-
dzenia Rady 
(EWG) nr 
922/72, (EWG) 
nr 234/79, (WE) 
nr 1037/2001 i 
(WE) nr 
1234/2007 

3 

4 

THE EURO-
PEAN PAR-
LIAMENT 
AND THE 
COUNCIL OF 
THE EURO-
PEAN UN-
ION, 

PARLAMENT 
EUROPEJSKI I 
RADA UNII EU-
ROPEJSKIEJ, 

PARLAMENT 
EUROPEJSKI I 
RADA UNII EU-
ROPEJSKIEJ, 

PARLAMENTU 
EUROPEJ-
SKIEGO I RADY 
UNII EUROPEJ-
SKIEJ, 

4 

5 

Having re-
gard to the 
Treaty on the 
Functioning 
of the Euro-
pean Union, 
and in partic-
ular the first 

uwzględniając 
Traktat o funk-
cjonowaniu Unii 
Europejskiej, w 
szczególności 
jego art. 42 aka-
pit pierwszy i 
art. 43 ust. 2, 

uwzględniając 
Traktat o funk-
cjonowaniu Unii 
Europejskiej, w 
szczególności 
jego art. 

uwzględniając 
Traktat o funk-
cjonowaniu Unii 
Europejskiej, w 
szczególności 
jego art. 42 aka-
pit pierwszy i 
art. 43 ust. 2, 

5 
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subpara-
graph of Arti-
cle 42 and 
Article 43(2) 
thereof, 

6 

Having re-
gard to the 
proposal 
from the Eu-
ropean Com-
mission, 

uwzględniając 
wniosek Komisji 
Europejskiej, 

uwzględniając 
wniosek Komisji 
Europejskiej, 

uwzględniając 
wniosek Komisji 
Europejskiej, 

6 

7 

After trans-
mission of 
the draft leg-
islative act to 
the national 
parliaments, 

po przekazaniu 
projektu aktu 
ustawodawczego 
parlamentom 
narodowym, 

Po przekazaniu 
projektu aktu 
ustawodawczego 
parlamentom 
narodowym 

Po przekazaniu 
projektu aktu 
ustawodawczego 
parlamentom 
krajowym, 

7 

8 

Having re-
gard to the 
opinion of the 
Court of Au-
ditors (1), 

uwzględniając 
opinię Try-
bunału Obra-
chunkowego (1), 

uwzględniając 
opinię Try-
bunału Obra-
chunkowego 
\[1], 

uwzględniając 
opinię Try-
bunału Obra-
chunkowego [1], 

8 

9 

Having re-
gard to the 
opinions of 
the European 
Economic 
and Social 
Commit-
tee (2), 

uwzględniając 
opinię Europej-
skiego Komitetu 
Ekonomiczno-
Społecznego (2), 

uwzględniając 
opinie Europej-
skiego Komitetu 
Ekonomiczno-
Społecznego 
\[2], 

uwzględniając 
opinie Europej-
skiego Komitetu 
Ekonomiczno-
Społecznego [2], 

9 

10 

Having re-
gard to the 
opinion of the 
Committee of 
the Re-
gions (3), 

uwzględniając 
opinię Komitetu 
Regionów (3), 

uwzględniając 
opinię Komitetu 
Regionów \[3], 

uwzględniając 
opinię Komitetu 
Regionów [3], 

10 

11 

Acting in ac-
cordance 
with the ordi-
nary legisla-
tive proce-
dure (4), 

stanowiąc zgod-
nie ze zwykłą 
procedurą usta-
wodawczą (4), 

stanowiąc zgod-
nie ze zwykłą 
procedurą usta-
wodawczą \[4], 

stanowiąc zgod-
nie ze zwykłą 
procedurą usta-
wodawczą [4], 

11 

12 Whereas: 
a także mając na 
uwadze, co na-
stępuje: 

a także mając na 
uwadze, co na-
stępuje: 

a także mając na 
uwadze, co na-
stępuje: 

12 

13 Article 59 Artykuł 59 Artykuł 59 Artykuł 59 13 

14 Delegated 
powers 

Przekazane 
uprawnienia 

Uprawnienia 
delegowane 

Uprawnienia 
delegowane 14 
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15 

In order to 
ensure that 
the aid re-
ferred to in 
Article 58 fi-
nances the 
pursuit of the 
aims referred 
to in Article 
152, the 
Commission 
shall be em-
powered to 
adopt dele-
gated acts in 
accordance 
with Article 
227 concern-
ing: 

W celu zapew-
nienia finanso-
wania z pomocy, 
o której mowa w 
art. 58, realizacji 
celów, o których 
mowa w art. 
152, Komisja 
jest uprawniona 
do przyjmowania 
zgodnie z art. 
227 aktów dele-
gowanych doty-
czących: 

W celu zapew-
nienia, że pomoc 
określona w art. 

W celu zapew-
nienia, że po-
moc, o której 
mowa w art. 58, 
finansuje reali-
zację celów, o 
których mowa w 
art. 152, Komi-
sja jest upraw-
niona do przyj-
mowania zgod-
nie z art. 227 
aktów delegowa-
nych dotyczą-
cych: 

15 

16 

(a) | aid ap-
plications, in-
cluding rules 
on deadlines 
and accom-
panying doc-
uments; 

a) | wniosków o 
przyznanie po-
mocy, w tym 
przepisów doty-
czących termi-
nów i dokumen-
tów towarzyszą-
cych; 

a) | wniosków o 
pomoc, w tym 
przepisów doty-
czących termi-
nów i dokumen-
tów towarzyszą-
cych; 

a) | wnioski o 
przyznanie po-
mocy, w tym za-
sady dotyczące 
terminów i do-
kumentów towa-
rzyszących; 

16 

17 

(b) | rules on 
eligible hop 
areas and the 
calculation of 
the amounts 
to be paid to 
each pro-
ducer organi-
sation. 

b) | przepisów 
dotyczących 
kwalifikujących 
się obszarów 
uprawy chmielu 
i obliczania 
kwot, które mają 
być wypłacone 
każdej organiza-
cji producentów. 

b) | zasady doty-
czące kwalifiku-
jących się obsza-
rów chmielu 
oraz obliczanie 
kwot, które mają 
być wypłacone 
każdej organiza-
cji producentów. 

b) | zasady doty-
czące kwalifiku-
jących się obsza-
rów chmielu 
oraz obliczanie 
kwot, które mają 
zostać wypła-
cone każdej or-
ganizacji produ-
centów. 

17 

18 Article 60 Artykuł 60 Artykuł 60 Artykuł 60 18 

19 

Implementing 
powers in ac-
cordance 
with the ex-
amination 
procedure 

Uprawnienia wy-
konawcze zgod-
nie z procedurą 
sprawdzającą 

Uprawnienia wy-
konawcze zgod-
nie z procedurą 
kontroli 

Uprawnienia wy-
konawcze zgod-
nie z procedurą 
sprawdzającą 

19 

20 

The Commis-
sion may 
adopt imple-
menting acts 
laying down 
the measures 

Komisja może 
przyjmować akty 
wykonawcze 
ustanawiające 
środki niezbędne 
do stosowania 

Komisja może 
przyjąć akty wy-
konawcze usta-
nawiające środki 
niezbędne do 
stosowania 

Komisja może 
przyjmować akty 
wykonawcze 
ustanawiające 
środki niezbędne 
do stosowania 

20 
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necessary for 
the applica-
tion of this 
Section con-
cerning the 
payment of 
aid. 

niniejszej sekcji 
dotyczącej wy-
płaty pomocy. 

niniejszej sekcji 
dotyczące wy-
płaty pomocy. 

niniejszej sekcji 
w odniesieniu do 
wypłaty pomocy. 

21 

Those imple-
menting acts 
shall be 
adopted in 
accordance 
with the ex-
amination 
procedure re-
ferred to in 
Article 
229(2). 

Te akty wyko-
nawcze przyj-
muje się zgodnie 
z procedurą 
sprawdzającą, o 
której mowa w 
art. 229 ust. 2. 

Te akty wyko-
nawcze przyj-
muje się zgodnie 
z procedurą 
sprawdzającą, o 
której mowa w 
art. 

Te akty wyko-
nawcze przyj-
muje się zgodnie 
z procedurą 
sprawdzającą, o 
której mowa w 
art. 229 ust. 2. 

21 

22 CHAPTER III ROZDZIAŁ III ROZDZIAŁ III ROZDZIAŁ III 22 

23 
Scheme of 
authorisa-
tions for vine 
plantings 

System zezwoleń 
na nasadzenia 
winorośli 

System zezwoleń 
na nasadzenia 
winorośli 

System zezwoleń 
na nasadzenia 
winorośli 

23 

24 Article 61 Artykuł 61 Artykuł 61 Artykuł 61 24 
25 Duration Czas trwania Długość Czas trwania 25 

26 

The scheme 
of authorisa-
tions for vine 
plantings es-
tablished in 
this Chapter 
shall apply 
from 1 Janu-
ary 2016 to 
31 December 
2030, with a 
mid-term re-
view to be 
undertaken 
by the Com-
mission to 
evaluate the 
operation of 
the scheme 
and, if appro-
priate, make 
proposals. 

System zezwoleń 
na nasadzenia 
winorośli usta-
nowiony w ni-
niejszym roz-
dziale stosuje się 
od dnia 1 stycz-
nia 2016 r. do 
dnia 31 grudnia 
2030 r.; Komisja 
przeprowadzi 
przegląd śródo-
kresowy w celu 
ewaluacji funk-
cjonowania sys-
temu oraz, w 
stosownych 
przypadkach, 
przedstawi wnio-
ski. 

System zezwoleń 
na nasadzenia 
winorośli usta-
nowiony w ni-
niejszym roz-
dziale stosuje się 
od dnia 1 stycz-
nia 2016 r. do 
dnia 31 grudnia 
2030 r., przy 
czym Komisja 
dokona prze-
glądu śródokre-
sowego w celu 
oceny funkcjo-
nowania sys-
temu i, w sto-
sownych przy-
padkach, złoże-
nia wniosków.  

System zezwoleń 
na nasadzenia 
winorośli usta-
nowiony w ni-
niejszym roz-
dziale stosuje się 
od dnia 1 stycz-
nia 2016 r. do 
dnia 31 grudnia 
2030 r., przy 
czym Komisja 
ma przeprowa-
dzić przegląd 
śródokresowy w 
celu oceny funk-
cjonowania sys-
temu i, w sto-
sownych przy-
padkach, przed-
stawienia propo-
zycji. 

26 


